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1. Getting Started

1.1. What is Sequoia?

Sequoia is a database cluster middleware that allows amy™application (standalone application, servlet or
EJB™ container, ...) to transparently access a clustertabdaes through JDBC™. You do not have to modify
client applications, application servers or databasessaaftware. You just have to ensure that all database
accesses are performed through Sequoia.

Sequoia is dree, open source project that is the continuation of the C-JDBC project (fittpjdbc.objectweb.org)
hosted by the ObjectWeb Consortium (http://www.objectwed)). Sequoia is licensed under an Apache v2
license (http://www.apache.org/licenses/LICENSE##l) is licensed whereas C-JDBC is available under the
GNU Lesser General Public License (http://www.gnu.orgydeft/lesser.html) (LGPL).

Sequoia also provides driver for non-Java applicationsséldevelopments are hosted in the Carob project
(http://carob.continuent.org). An Eclipse plug-in forfBeia is also available in the Oak project
(http://oak.continuent.org).

1.2. What do | need to use Sequoia?

In order to use Sequoia, you will need:

- aclient application that accesses a database through JDBC,
- aJDK™ 1.4 (or greater) compliant Java Virtual Machine™ (J¥M
. adatabase with a JDBC driver (type 1, 2, 3 or 4) or an ODBC driged with the JDBC-ODBC bridge.

- anetwork supporting TCP/IP communications between yastet nodes.

Note: If your client application does not use JDBC, you can use the C++ API or the ODBC driver provided by
the Carob project (http://carob.continuent.org/).

1.3. Why should | use Sequoia?

You have a Java application or a Java-based applicatiorrsttrat accesses one or several databases. The
database tier becomes the bottleneck of your applicatidria single point of failure or both. Sequoia can
help you resolve these problems by providing:

- performance scalability by adding database nodes anddiatptihe load among these nodes.

- high availability of the database tier, i.e. Sequoia tdkegalatabase crashes and offers transparent failover
using database replication techniques.

- improved performance with fine grain query caching and farent connection pooling.
- SQL traffic logging for performance monitoring and analysis

« support for clusters of heterogeneous database engines.
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Figure 1. Sequoia principle
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1.4. How does it work?

Sequoia provides a flexible architecture that allows yoictoeve scalability, high availability and failover with
your database tier. Sequoia implements the concept of RARBHuUNdant Array of Inexpensive Databases (see
Section 9). The database is distributed and replicated greeveral nodes and Sequoia load balances the queries
between these nodes.

Sequoia provides a generic JDBC driver to be used by thetsl{see Section 5). This driver forwards the SQL
requests to the Sequoia controller (see Section 7) thandedahem on a cluster of databases (reads are load
balanced and writes are broadcasted). Sequoia can be ubeahywiRDBMS (Relational DataBase Management
System) providing a JDBC driver, that is to say almost als@ng open source and commercial databases.
Figure 1 gives an overview of the Sequoia principle.

Sequoia allows to build any cluster configuration includiniging database engines from different vendors. The
main features provided by Sequoia are performance sd@afdllt tolerance and high availability. Additional
features such as monitoring, logging, SQL requests cadrmgrovided as well.

The architecture is widely open to allow anyone to plug custequests schedulers, load balancers, connection
managers, caching policies, ...

1.5. What does it cost?

From a software point of view, Sequoia is an open-sourceveoét licensed under Apache v2 License which
means that it is free of charge for any usage (personal or aymat). If you are using commercial RDBMS
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(such as Oracle, DB2, ...), you will have to buy extra licenfee the nodes where you install replicas of the
database. But you can possibly use open-source databadsest teplicas of your main database.

You need to buy extra machines if you want more performanderare fault tolerance. Sequoia has been
designed to work with standard off-the-shelf workstatibasause it primarily targets low cost open-source
solutions but it can work as well with large SMP machines. @&dard Ethernet network is sufficient to achieve
good performance.

1.6. What kind of modifications are needed?

You do not have to change anything to your application or your database.

You only have to update the JDBC driver configuration usedday ypplication (usually it is just a configuration
file update) and to setup a Sequoia configuration file (seedbelid).

2. Getting the Software

The binary distribution of Sequoia can be downloaded frouB&’'s Web site (http://sequoia.continuent.org/).
It mainly contains the JAR files for the Sequoia driver andtagler and also the documentation and other tools
such as the Sequoia administration console.

Note: A source distribution of Sequoia is also available. The whole code base can also be downloaded
through an anonymous CVS server?. For more information, please refer to Sequoia Developer’'s Guide. Most
users will only need the binary distribution.

The following formats are available (whexey is the Sequoia release number):

- sequoi a-x. y-bin-install er.jar:Java graphical installer (powered by IzPack
(http://lwww.izforge.com/izpack/)).

« sequoi a- x. y-bi n. tar. gz: binary distribution for the Unix platforms users.
« sequoi a- x. y- bi n. zi p: binary distribution for the Windows platforms users.

We strongly advice to use the Java installer package sirmgomatically configures the scripts to suit your
system configuration.

Note: All distributions contain the user documentation.
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3. Installation

3.1. Sequoia Controller

3.1.1. Using the Java graphical installer

The easiest way to install Sequoia is to use the Java grdjétaller. A Java Virtual Machine is of course
needed in this case.

« Unix users can simply launch the installation program byrgp

bash> java -jar sequoia-x.y.bin-installer.jar

- Windows users can use the same command or just double-cdlitheaJAR installation file if your JRE has
been properly installed.

3.1.2. Using the binary distribution

If you want to use the other distribution formats (for exaeiblyou have not installed a JVM or if you can not
launch a graphical application), you have to uncompresddialoaded file in the directory of your choice, and
then set th&SEQUOI A_HOME environment variable.

Note: If you are using the Java installer, you do not need to set any environment variable since the installer
customizes the scripts with the installation path.

To set theSEQUO A_HOME environment variable, you can proceed as follows:

« Unix users can proceed as follows:

bash> nkdir -p /usr/local/sequoia

bash> cd /usr/ | ocal / sequoi a

bash> tar xfz /path-to-sequoi a-bi n-di st/sequoi a-x.y-bin.tar.gz
bash> export SEQUO A HOVE=/usr/| ocal / sequoi a

Note: In this example, we assume you install Sequoia in the / usr/ | ocal / sequoi a directory.

You can modify your shell configuration fileffashr c, . cshrc, ...) to set the environment variable
permanently.

« Windows users have to use an utility such as WinZip (httputmwvinzip.com/) to extract the files from the
archive. Then, to set th@IDB_HQOVE variable, do the following according to your Windows versio

- Windows 95 or 98: you must insert the following line in theUTOEXEC. BAT file:
set SEQUO A HOVE="C:\ Program Fi | es\ Sequoi a"



Sequoia User’s Guide

- Windows Me: go to the “Start Menu”, then choose “Programs”, “Accessslti “System Tools” and
“System Information”. A window titled “Microsoft Help andupport” should appear. Select the “Tools”
menu, and choose the “System Configuration Utility”. Go t®‘thnvironment” and click on the “New”
button. EntelSEQUO A_HOVE in the “Variable Name” field antC: \ Pr ogr am Fi | es\ Sequoi a" in
“Variable Value”. Once you have changed and saved the vgtuewill be prompted for reboot.

- Windows NT: go to the “Start Menu”, then choose “Settings”, “ControhBH and select “System”. Select
the “Environment” tab and click on the “New” button. En&EQUAO A_HQVE in the “Variable Name” field
and" C:\ Program Fi | es\ Sequoi a" in “Variable Value”.

- Windows 2000: go to the “Start Menu”, then choose “Settings”, “ControhEH and select “System”. Select
the “Advanced” tab and click on the “New” button. En&F¥QUO A_HOME in the “Variable Name” field and
"C:\ Program Fi | es\ Sequoi a" in “Variable Value”.

- Windows XP: go to the “Start Menu”, then double click on “System”. In tf&ystem Control Panel” select
the “Advanced” tab and push tlvi r onment Vari abl es button. Click on the “New” button for
“System Variables”. Enteé8EQUO A_HOME in the “Variable Name” field antC: \ Pr ogr am
Fi | es\ Sequoi a" in “Variable Value”.

Note: In this example, we assume you install Sequoia in the C: \ Progr am Fi | es\ Sequoi a directory.

Note: Do not forget the quotes in the SEQUOIA_HOME environment variable definition else the starting
scripts will fail with paths including spaces.

3.2. Sequoia Driver

Once you have installed the Sequoia controller, you will fimeldriver JAR file in theiri ver s/ directory of the
controller installation location.

To install the Sequoia driver, you just have to adddbquoi a- dri ver. j ar file to the client application
classpath. This driver replaces the database native dnitke client application. The database native driver will
be used by the Sequoia controller to access your databaseefdte, the Sequoia driver and controller can be
seen as a proxy between your application and your databéige daver.

3.3. Sequoia out of the box

A demo featuring a RAIDb-1 configuration of HyperSonic SQltatieses can be started by launching the
demo-raidbl.shor demo-raidbl.batfile from the deno directory in your Sequoia installation.

This is especially useful if you are new to clustering, or nevBequoia. The setup used is as follows:

« 2 HyperSonic SQL databases are started on two differers (@001 and 9002)
+ An extra HyperSonic SQL database is started on port 9003 usée as the recovery log database

« The Sequoia controller is configured to load automaticallyrtaal database containing those two HyperSonic
SQL backends. The controller startup configuration file igibin



Sequoia User’s Guide

SEQUO A HOVE/ confi g/ control | er/control |l er-rai dbl. xm and the virtual database configuration
file is SEQUO A_HOVE/ confi g/ vi rt ual dat abase/ hsgl db-r ai db1. xn .

« Once the RAIDb-1 configuration is loaded, you can connecegu8ia using iSQL, a graphical SQL console
bundled with Sequoia. You can start iSQL by usisgl.shor isql.bat.

The login to use for Sequoiaiser with an empty password. The login for both HSQL databasesds with
an empty password.

Note: A tutorial in the documentation section of the Sequoia web site describes the usage of this demo.

4. Migrating from C-JDBC to Sequoia

The C-JDBC name had to be changed due to Sun?s trademark @f. JbBrefore, C-JDBC now becomes
Sequoia. Sequoia is the continuation of C-JDBC and buildstpe same code base, so the migration should be
straightforward for current users.

4.1. What is new with Sequoia?

Sequoia is now backed by a team of 8 full-time engineers wgrkin improving the technology and supporting
the community. Our mission is to build industrial qualityespsource technology. Among the new major open
source additions you will find a C++ APl and an ODBC driver fonaJava clients as well as a powerful Eclipse
plug-in for the management console. The core C-JDBC tedigyadk also greatly improved with a complete
redesign of transaction scheduling for a better write peliam, along with an upcoming, completely rewritten
documentation.

4.1.1. Licensing

C-JDBC is distributed under an LGPL open source license. &Vt like the spirit of the license and we think
that an open source community can only grow if we contribubglifications back to the community, the LGPL
is hard to enforce in practice and it is not always well untberd by users who confuse it with the GPL.
Therefore, the contributors and INRIA ,who is the main caghyrholder, have agreed to re-license the code
under an Apache version 2 license. This will ease code rexudéacilitate contributions for everybody in the
community.

4.1.2. Continuent.org (http://continuent.org)

You might wonder why we have setup a hew portal? The reasoaiislyrto offer a better support infrastructure
to the community. Continuent.org projects uses a neweiorers GForge and integrates JIRA for issue
tracking. With JIRA, a more comfortable and flexible systgoy can watch the progress of issues, vote on their
resolution, see the project roadmap and so on. On Contiraugnit is also much more flexible to start or host
new projects related to the C-JDBC/Sequoia technology. &eeasily host more external contributions or
projects related to the technology. Don't hesitate to send gontributions! The current projects on
Continuent.org are (we are very much in the tree names foti@gmnt projects!):

« Sequoia (http://sequoia.continuent. org):the continuation of the C-JDBC project including the
JDBC driver, core controller, text management consoleydmntation, ...
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« Hedera (http://hedera.continuent. org):areplacement for Tribe that provides a more modular
wrapping of group communications so that you have more esditan just JGroups. Other group
communication libraries such as Appia are already availalith Hedera.

« Carob (http://carob.continuent.org) :aC++clientlibrary and API that implements the
C-JDBC/Sequoia protocol with the controller and an ODB®@airfor Sequoia

« Oak (http://oak.continuent.org) :the Eclipse plug-inthat replaces the obsolete C-JDBC §win
management console

« Appia (http://appia.continuent.org):Appiais alayered communication framework implemented
by the University of Lisbon and providing extended configiaraand programming possibilities. Appia is
composed by (1) a core that is used to compose protocols alacs€2 of protocols that provide group
communication, ordering guarantees, atomic broadcasmgrther properties.

4.1.2.1. C-JDBC and Sequoia

So what will happen with C-JDBC? We are committed to supg@téchnology and we will continue to support
the community either through c-jdbc@objectweb.org or se@continuent.org. The C-JDBC LGPL code will
remain on ObjectWeb and the Sequoia APLv2 code will be oni@oent. Bugs reported on either side will be
backported in best effort mode as we always did.

4.2. Migrating your C-JDBC configuration to Sequoia

Here are the steps to migrate your configuration from C-JDB20 Sequoia 2.2:

1. Copy yourcontrol | er. xm file from the C-JDBCconfi g/ control | er directory to Sequoia
confi g/ control | er directory

2. Rename all instances of "C-JDBC" to "SEQUOIA". Be surepdate DOCTYPE

3. Copy all virtual database configuration files from the @Bk onf i g/ vi rt ual dat abase directory to
Sequoiaconfi g/ vi rt ual dat abase directory

4. Rename all instances of "C-JDBC" to "SEQUOIA". Be surefdate DOCTYPE

5. Update the path of the backupers from org.objectwelcajdintroller.backup.OctopusBackuper to
org.continuent.sequoia.controller.backup.backupetepusBackuper

6. If using Distribution, add <MessageTimeouts/>
7. Copy contents of drivers directory (except c-jdbc-drjee)

8. Any manual changes to jgroups.xml should now be made ab-token.xml

5. Sequoia Driver

5.1. Overview

The Sequoia driver is a generic JDBC driver that is desigoedglace any database specific JDBC driver that
could be used by a client. The client only has to know on whinttethe Sequoia controller is running and the
name of the database to access. The Sequoia driver implemest of the JDBC 3.0 interface.
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Users reported successful usage of Sequoia with the falp®RDBMS: Oracle®, PostgreSQL, MySQL,
Apache Derby, IBM DB2®, Sybase®, SAP DB (MySQL MaxDB), HyBenic SQL, Firebird, MS SQL Server
and InstantDB.

5.2. Loading the Driver

The Sequoia driver can be loaded as any standard JDBC drrarthe client program using:

Cl ass. for Name("org. conti nuent. sequoi a.driver.Driver");

Note: The sequoi a-dri ver.j ar file must be in the client classpath else the driver will fail to load.

5.3. Sequoia JDBC URL

The JDBC URL expected for the use with Sequoia is the follgwin
j dbc: sequoi a: / / host 1: port 1, host 2: port 2/ dat abase.

host is the machine name (or IP address) where the Sequoia dentsalunning por t is the port the controller
is listening for client connections.

At least one host must be specified but a list of comma sephhatets can be specified. If several hosts are
given, one is picked up randomly from the list. If the curhgselected controller fails, another one is
automatically picked up from the list.

The port is optional is the URL and the default port numbeBG322 if it is omitted. Those two examples are
equivalent:

Dri ver Manager . get Connecti on("j dbc: sequoi a:/ /| ocal host/t pcw');
Dri ver Manager . get Connecti on("j dbc: sequoi a: / /1 ocal host: 25322/t pcw') ;

Examples using two controllers for fault tolerance:
Dri ver Manager . get Connecti on("j dbc: sequoi a: //cl. conti nuent. org, c2. obj ectweb. org/tpcw');

Dri ver Manager . get Connecti on("j dbc: sequoi a: / /1 ocal host, renot e. conti nuent. org: 2048/ t pcw') ;
Dri ver Manager . get Connecti on("j dbc: sequoi a: // snpnode. com 25322, snpnode. com 1098/t pcw') ;

5.3.1. URL options

The Sequoia driver accepts additional options to overtidadefault behavior of the driver. The options are
appended at the end of the Sequoia URL after a question mitokéal by a list of ampersands separated
options. Here is an example:

Dri ver Manager . get Connecti on("j dbc: sequoi a: // host/ db?user =ne&passwor d=secret")
Another option is to use semicolons to delimit the start dfays and options themselves. Example:
Dri ver Manager . get Connecti on("j dbc: sequoi a: // host/ db; user =ne; passwor d=secret")

The recognized options are:
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connect i onPool i ng: By default the Sequoia driver does transparent conneptioting on your behalf
meaning that when connection.close() is called, the cdioreis not physically closed but rather put in a pool
for reuse within the next 5 seconds. Set this to false if yonatowvant the driver to perform transparent
connection pooling.

debugLevel : Debug level that can be set to 'debug’, 'info’ or 'off’ to gilay driver related information on
the standard output. Default is off.

escapeBacksl ash: Set this to false if you don’t want to escape backslashespkeforming escape
processing of PreparedStatements, default is true.

escapeSi ngl eQuot e: Set this to false if you don’t want to escape single quotew/iien performing escape
processing of PreparedStatements, default is true

escapeChar act er : Character to prepend and append to the String values whiéaripéng escape
processing of PreparedStatements, default is a single quot

user : user login
passwor d: user password

pref erredControl | er: defines the strategy to use to choose a preferred conttoltemnect to.

j dbc: sequoi a: / / nodel, node2, node3/ nyDB?pr ef erredCont r ol | er =or der ed : Always connect to
nodel, and if not available then try to node2 and finally if@ane available try node3.

j dbc: sequoi a: / / nodel, node2, node3/ myDB?pr ef er r edCont r ol | er =r andom Pickup a controller
node randomly (default strategy)

j dbc: sequoi a: / / nodel, node2: 25343, node3/ myDB?pr ef erredCont r ol | er =node2: 25343, node3
: Round-robin between node2 and node3, fallback to nodedniémf node2 and node3 is available.

j dbc: sequoi a: / / nodel, node2, node3/ nyDB?pr ef er r edCont r ol | er =r oundRobi n: Round robin
starting with first node in URL.

retrylnterval I nMs: once a controller has died, the driver will try to reconrtedhis controller every
retrylntervallnMs to see if the backend is back online. Th&adlt is 5000 (5 seconds).

5.4. Getting a connection using a data source

Another way to use the Sequoia driver is to us®isaSour ce implementation. Data sources have been
introduced in JDBC 2.0 Standard Extension APl and are alsotaop JDBC 3.0. They use the Java Naming and
Directory Interface (JNDI) to break the application depamek on the JDBC driver configuration (i.e., driver
class name, machine name, port number, etc.). With a dateesdhe only thing an application has to know is

the name assigned to tbat aSour ce object in thg dbc naming subcontext of the JNDI namespace.

The example below registers a data source object with a JiBing service. It is typically used by an
application server.

i nport org.continuent.sequoia.driver. Dat aSour ce;
i mport j avax.nam ng. Cont ext;
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i mport javax.nam ng.|nitial Context;
i mport j avax. nami ng. Nam ngExcepti on;

private final static String NAME = "jdbc/sequoi a";
private final static String URL = "jdbc:sequoia://local host: 25322/ nysql ";

/1 Initializing data source
Dat aSource ds = new Dat aSource();
ds.setU |l (URL);

I/ Get initial context
Cont ext ctx;
try {
ctx = new Initial Context();
} catch (javax. nanm ng. Nam ngException _e) {
/1 Nam ng exception

}

/1 Bind data source to a JNDI nane
try {
ct x. bi nd( NAMVE, ds);
} catch (javax. nanm ng. Nam ngException _e) {
/1 Nam ng exception

}

Theor g. conti nuent . sequoi a. dri ver. Dat aSour ce class implements thieavax. sql . Dat aSour ce
JDBC 3.0 interface. Theet Ur | line initializes the data source properties (the URL in tidse). The data
source object is bound to a logical INDI name by calling. bi nd() . In the example above, the JNDI nhame
specifies a "jdbc" subcontext and a "sequoia” logical nantleimnvihis subcontext.

Once a data source object is registered to JNDI, it can belhysad application. The example below gets the data
source using the JNDI naming service. Such a piece of coggisally a part of an application that uses JDBC.

i mport javax. nani ng. Cont ext ;

i mport javax.nam ng.lnitial Context;
i nport javax. nam ng. Nam ngExcepti on;
i mport java. sql . Connecti on;

i mport javax.sql. Dat aSour ce;

private final static String NAME = "jdbc/sequoi a";

/1 Lookup for the data source object
try {
Context ctx = new Initial Context();
bj ect obj = ctx.| ookup( NAVE) ;
if (null == obj) {
/1 Sonmet hi ng wrong: NAME not found
}
ctx.close( );
} catch (javax.nam ng. Nam ngException _e) {
/1 Nami ng exception

}

/1 Get a new JDBC connection

try {
Dat aSource ds = (DataSource) obj;
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Connecti on conn = ds. get Connection("user", "sequoia");
/1 Use of the connection retrieved

} catch (SQ.Exception _e) {
/1 SQL exception
}

Thect x. | ookup() line in the example uses the retrieved initial INDI namingteat to do a lookup using the
data source logical name. The method returns a referencéaeaobject which is then narrowed to a

j avax. sql . Dat aSour ce object. Such an object can be then used to open a new JDBCatammiy invoking
one of itsget Connect i on() methods. The application code is completely independetteodiriver details,
such as thér i ver class name, URL, etc. (the user name and password used byrtheation can be also set
by the application server - look at the Sequoia javadoc decuation for more details). The only information a
JDBC application has to know is the logical name of the datewsoobject to use.

Note: The URL used for the Sequoia data source is the same as for the Dri ver described in the previous
section.

5.5. Stored procedures

Stored procedures are supported by Sequoia since ver§ibé. Note that Sequoia only support calls in the
form {call <procedure-name>[<arg1>,<arg2>, ...]}Jout does not suppof®? = call
<procedure-name>[<argl>,<arg2>, ...J}

A call to a stored procedure is systematically broadcastedl backends since there is no way to know if the
stored procedure will update the database or not. Thergfoeuery cache (see Section 10.6.3), is completely
flushed on every stored procedure call. To prevent cachdtilgisiinie user can force the connection to read-only
before calling the stored procedure. But never set a coiumeitt read-only when calling a stored procedure that
updates the database. If Sequoia detects a read-only ¢camméicwill not flush the cache. However, the call will
still be broadcasted to all nodes resulting in duplicatdxs jon each backend. Here is an example on how to
prevent cache flushing when calling a stored procedure tiest dnly read-only:

Cal | abl eSt at enent cs = connection. prepareCall ("{call nyproc(?)}");
cs.setString(1,"paraneterl”);

/'l Force no cache flush

connecti on. set ReadOny(true);

/1 Call the stored procedure without flushing the cache ...
ResultSet rs = cs. executeQuery();

In the case of horizontal scalability, only read-only stbpeocedures are not broadcasted. All other stored
procedures returning an int or a ResultSet are executed bgekends at all controllers.

Note: It is not allowed to set a connection to read-only in the middle of a transaction. If you need to set a
connection to read-only, you must do so before starting the transaction.
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5.6. Blobs: Binary Large Objects

You should not have to change your code for storing blobsyinte database. Sequoia will transparently encode
the blob in the protocol and forward it to your database drive

« The column type used to store large objects with MySQL is t ext .

» The column type used to store large objects with Post gr eSQL is byt ea.

Please refer to the following lines of code for storing artdeging of large objects:

/1 1n the code bel ow

/1 The signature of the readBinary nethod is:

/1 byte[] readBinary(File file) throws | OException

/1 it just read a file, and convert its content into an array of bytes

/1 Store file in database

File fis = new File(storeFile);

query = "insert into ... values(...,?)"
psl = con. prepareSt at enent (query);

i f (call Bl obMet hods)

{
org. conti nuent. sequoi a. conmon. prot ocol . Byt eArrayBl ob bob =
new or g. conti nuent. sequoi a. cormon. pr ot ocol . Byt eArrayBl ob(readBi nary(fis));
psl. set Bl ob(1, bob);
}
el se
{
psl.setBytes(1, readBinary(fis));
}

psl. execut eUpdat e();

/!l Read File from dat abase

query = "select * from... where id=...";
psl = con. prepareSt at enent (query);

Resul tSet rs = psl. executeQuery();
rs.first();

byte[] lisette;

i f (call Bl obMet hods)

{
Bl ob blisette = rs. getBl ob("bl obcol umname");
lisette = blisette.getBytes((long) 1, (int) blisette.length());
}
el se
{
lisette = rs. get Bytes("bl obcol umnanme");
}

5.7. Clobs: Character Large Objects

CLOB is a built-in type that stores a Character Large Obje@ eolumn value in a row of a database table. By
default drivers implement Clob using an SQL locator (CLOBR)jch means that a Clob object contains a logical
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pointer to the SQL CLOB data rather than the data itself. AbGibject is valid for the duration of the
transaction in which it was created.

Clobs in Sequoia are handled like strings. You can refergctttion of code below to make good usage of
clobs. This code is part of the Sequoia test suite.

String clob = "1 ama cl ob";

ps = con.prepareStatenment("insert into ... values(...,?)");
ps.setString(1, clob);

ps. execut eUpdat e() ;

/1 Test retrieval

String ret;

ps = con.prepareStatenent("Select * from... where id=...");
rs = ps.executeQery();

rs.first();

clob = rs.getd ob("nane");

ret = clob.getSubString((long) O, (int) clob.length());

5.8. ResultSet streaming

In its default mode, when a query is executed on a backendidBemakes a copy of the backend’s native
ResultSet into a Sequoia serializable ResultSet. If thdtresntains many rows or very large objects, the
controller might run out of memory when trying to copy the WhBesultSet.

It is possible to fetch ResultSets by blocks using the StatgrsetFetchSize(int rows) method. In this case, the
ResultSet will be copied by block of rows and returned whesdee by the client. Note that the current
implementation only allows to fetch forward streamable ®&et, which basically means that you are only
allowed to call ResultSet.next() on a streamable ResultSet

Sequoia will try to call setFetchSize() on the backend'seatrto let the backend driver also perform the
necessary optimizations. However, some driver requirefagall to setCursorName() in which case you will
also have to call setCursorName() on Sequoia to pass it tioettieend’s driver.

A typical usage of the ResultSet streaming feature is asvist|

Connection con = get SEQUO AConnection();

con. set Aut oconmi t (f al se);

Statement s = con.createStatenent();

s. set Cur sor Nane("cursor nane");

s. set Fet chSi ze(10);

rs = s.executeQuery(sql);

while (rs.next())

{ I/l Every 10 calls, Sequoia will transfer a new bl ock of rows
XXX 0 = rs.get XXX("sone col um nane");

}

con.commit();

Note: Streamable ResultSets are not cacheable. The result cache automatically detects this kind of
ResultSet and does not keep them in the cache. However, as database specific ResultSets are copied into
Sequoia ResultSets, the memory footprint of the fetched blocks will be twice the one obtained without
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Sequoia. If you have memory restrictions, you can reduce your fetch size by half to reduce the memory
footprint of streamed ResultSets.

Streamable ResultSets do not work properly in autocommit mode as the connection used for retrieving the
ResultSet is handed back to the pool. The workaround is to always encapsulate the query in a transaction.
Note that databases such as PostgreSQL do not support streamable ResultSets in autocommit mode as well.

5.9. Current Limitations

The Sequoia driver currently does not support the followesgures:

« java.sgl.Array and java.sql.Ref types,
- Custom type mapping using java.sgl.Connection.setTypfehea. util. Map map),
« XAConnect i ons (look at the XAPool project (http://xapool.experlog.cofo) XA support with Sequoia),

. Streamable ResultSets do not work in autocommit mode.

6. Configuring Sequoia with 3rd party software

6.1. Forenotes on configuring Sequoia with your application

If the application you are using Sequoia with requires a reaghe best thing to do is to configure the mapping
to be that of Sequoia’s underlying databases. For exanfpleuiwere using JBoss with PostgreSQL , then using
Sequoia on top of the PostgreSQL backends with JBoss woully itm still use the mapping for PostgreSQL
while plugging the application server to Sequoia (usinguséjs driver and Sequoia’s url).

6.2. Configuring Sequoia with Jakarta Tomcat

Copy thesequoi a-dri ver. j ar file to thel i b directory of your web application (for example:
$TOVCAT_HOVE/ webapps/ mnywebapp/ VEB- | NF/ | i b).

There are many ways to obtain connections from a Tomcategijmn. Just ensure that you are using
org. conti nuent.sequoi a. driver. Driver as the driver class name and that the JDBC URL is a Sequoia
URL (see Section 5.3).

6.3. Configuring Sequoia with JOnAS
Thesequoi a-driver. j ar file must be found in the JONAS CLASSPATH.

Here is an example of sequoi a. properti es file to store in JONAS 3.xonf directory (use theonfi g
directory for JOnAS 2.x):

HHHHHHH A AR Sequoi a Dat aSource configuration exanple #
dat asour ce. nane jdbc_1

dat asource. url j dbc: sequoi a: / / sonmeMachi ne/ soneDat abase

dat asour ce. cl assnanme org. conti nuent. sequoi a.driver. Driver
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dat asour ce. user name your - user nane
dat asour ce. password your-password

6.4. Configuring Sequoia with JBoss

Copy thesequoi a-dri ver. j ar file to $JBOSS DI ST/ server/defaul t/1ib for JBoss 3.x or to
$JBOSS_DI ST/ j boss/ | i b/ ext for JBoss 2.x.

Here is an example of a datasource configuration file to be wgbhdBoss:

<?xm version="1.0" encodi ng="UTF-8"?>

<I-- == = -->
<I-- -->
<I'-- JBoss Server Configuration -->
<l-- -->
<l-- == = -->
<l-- == = -->
<!-- Datasource config for Sequoia -->
<l-- == == -->

<dat asour ces>
<l ocal -t x- dat asour ce>
<j ndi - nane>sequoi a- DS</ j ndi - name>
<connecti on-url >j dbc: sequoi a: / /1 ocal host: 25322/ | scl ust er </ connecti on-url >
<driver-class>org. continuent.sequoi a.driver.Driver</driver-class>
<user - nane>user </ user - nane>
<passwor d>t agada</ passwor d>
</l ocal -t x- dat asour ce>
</ dat asour ces>

6.5. Configuring Sequoia with BEA Weblogic Server 7.x/8.x

Place thesequoi a- dri ver. j ar file in the classpath of the Weblogic Server.

Here is an example of a connection pool configuration for use Weblogic:

<JDBCConnect i onPool
Dri ver Name="or g. conti nuent. sequoi a. driver.Driver"
Initial Capacity="1" MaxCapacity="15"
Name="sequoi aPool " Properti es="user=user nane; passwor d=passwor d"
Shri nki ngEnabl ed="t rue" SupportsLocal Transaction="true"
Tar get s="w servernane" URL="j dbc: sequoi a://192. 168. 0. 1/ vdb"
XAPr epar edSt at ement CacheSi ze="0"/ >

Next, create the requiretkDat aSour ces:

<JDBCTxDat aSour ce Enabl eTwoPhaseConmmi t ="t r ue"
JNDI Name="sequoi a- DS" Nanme="Sequoi a TX Data Source"
Pool Narme="sequoi aPool " RowPr ef et chEnabl ed="true" Targets="w servernane"/>
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6.6. Configuring Sequoia with Hibernate

Sequoia just has to be defined as any JDBC driver in Hiberlegeing the syntax set to the proper database.
Here is a configuration example to use Hibernate with a Seqeloster made of Sybase backends:

## Sequoi a

hi ber nat e. di al ect net . sf. hi bernat e. di al ect. SybaseDi al ect
hi ber nat e. connection. driver_cl ass org. continuent.sequoi a.driver.Driver
hi ber nat e. connecti on. user nanme user

hi ber nat e. connecti on. passwor d pass

hi ber nat e. connecti on. url j dbc: sequoi a: / /1 ocal host: 25322/ t est

6.7. Using sequences with Hibernate, Sequoia and PostgreSQL
Our Hibernate dialect is as follows:

i nport net.sf. hibernate.dial ect. PostgreSQ.Di al ect;
public class SEQUO APost greSQ.Di al ect ext ends PostgreSQLDi al ect

{
public String getSequenceNextVal String(String sequenceNane)
{
return "{call nextval (' "+sequenceName+""')}";
}
}

We simply extend the default PostgreSQL Dialect and ovelttié getSequenceNextValString() method and tell
it to use "{call ..." so that all the sequences in the clustrigcremented.

We then changed our Hibernate conf file to user to our custatedtiinstead of
net.sf.hibernate.dialect.PostgreSQLDialect.

7. Sequoia controller

7.1. Design Overview

The Sequoia controller is made of several components asrsimoiwigure 2. The controller hostrtual
databases. A virtual database gives the illusion of a single database to the user. It esgbg same database
name and login/password as those used in the client apphcdtherefore the client application can run
unmodified with Sequoia.

When the client application connects to the database usitRinlike

j dbc: sequoi a: / / host : 25322/ nyDB, the Sequoia driver tries to connect to a Sequoia contmitaning on
port25322 on nodehost . Once the connection is established the login and passwerskat with thery DB
database name to be checked by the controller.

A virtual database contains the following components:
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Figure 2. Sequoia controller design overview
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- authentication manager: it matches the virtual database login/password (providethe application to the
Sequoia driver) with the real login/password to use on eackdnd. The authentication manager is only
involved at connection establishment time.

« backup manager: manages a list of generic or database specific Backuperaréhan charge of performing
database dump and restore operation. Backupers shoulthkésoare of transferring dumps from one
controller to another.

« request manager: it handles the requests coming from a connection with a &adlriver. It is composed of
several components:

- scheduler: it is responsible for scheduling the requests. Each RAERIIhas its own scheduler.

- reguest caches: these are optional components that can cache query patisengesult set and result
metadata of queries.

- load balancer: it balances the load on the underlying backends accorditigetchosen RAIDb level
configuration.

- recovery log: it handles checkpoints and allows backends to dynamicatlgver from a failure or to be
dynamically added to a running cluster.

- database backend: it represents the real database backend running the RDBIgife Aconnection manager
mainly provides connection pooling on top of the databadgéGDative driver.

Each virtual database and its components are configured asiXML configuration file that is sent from the
administration console to the Sequoia controller.

Note: A research report details RAIDb and C-JDBC implementation
(http://c-jdbc.objectweb.org/current/doc/RR-C-JDBC.pdf). Other documents and presentations about
C-JDBC can be found in the documentation section of the web site (http://c-jdbc.objectweb.org/doc).
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7.2. Starting the Controller

Thebi n directory of the Sequoia distribution contains the scriptstart the controller. Unix users must start the
controller withcontroller.sh whereas Windows users will usentroller.bat.

Sequoia Controller startup is tuned via a configuration ¢ddledcont r ol | er. xnl , included under the
confi g/ controll er directory of your Sequoia installation. A simple configimatfile looks like this:

A standard Sequoia Controller configuration file looks likist

<?xm version="1.0" encodi ng="1S0O 8859-1" ?>
<! DOCTYPE SEQUQO A- CONTROLLER PUBLIC "-// Conti nuent//DTD SEQUO A- CONTROLLER 2. 10//EN'" "http://seq;
<SEQUA A- CONTROLLER>
<Controller port="25322">

<Report hideSensitiveData="true" generateOnFatal ="true"/>

<JnxSettings>

<Rm JnxAdapt or/ >
</JmxSettings>
</Controller>

</ SEQUO A- CONTROLLER>

You can specify at startup a different file thaonf i g/ control | er/ control I er. xm . This is useful if you
have to startup many identical controllers from the netwd¥tu can then use the commacantroller.sh -f
filename on Unix machines ocontroller.bat -f filename on windows.

For more information you can refer to the controller-confagion.xml example in the example directory of
sequoia.

Next section describes how to write a controller configorafile.

7.3. Writing the controller configuration file

The controller is entirely configurable via an xml file, by @elt itiscont rol | er. xm located in the
confi g/ control | er of the Sequoia installation. This section details how tdevsiich a file.

7.3.1. Controller Parameters

The root element of the controller configuration is definetbdews

<! ELEMENT Controller (Internationalization?, Report?, JmxSettings?,
Vi rt ual Dat abase*, SecuritySettings?)>
<! ATTLI ST Controll er

port CDATA "25322"
i pAddr ess CDATA "127.0.0.1"
backl ogSi ze CDATA " 10"

>

All sub-elements of Controller are defined in the next sestidlere is a brief overview of each of them:

- Internationalization:defines the language setting for Sequoia console and esssages.

« Report : if this option is enabled, Sequoia can automatically gateea report on fatal errors or shutdown. If
you experience any problem with Sequoia, you can directig $ke report on the mailing list to get a quick
diagnostic of what happened.
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- JnxSet ti ngs: JMX is the technology used for management and monitorir§gquoia. These functionalities
can be accessed through HTTP with an Internet browser aughrthe RMI connector used by the Sequoia
console.

« Vi rtual Dat abase: Defines a virtual database to load automatically at cdetrstartup given a reference to
its configuration file.

« SecuritySettings: Allows to filter accesses to a controller based on acceiss lis

The attributes of a Controller element are defined as follows

« port: the port number on which clients (Sequoia drivers) will gect. The default port number 25322.

Note: A port number below 1024 will require running the controller with privileged rights (root user under
Unix).

« i pAddr ess: This can be defined to bind a specific IP address in case oftavitbanultiple IP addresses.
This can be ignored if there is only one IP address availafdiendll be replaced by 27. 0. 0. 1.

+ backl ogSi ze: the server socket backlog size (number of connectionsHratvait in the accept queue before
the system returns "connection refused" to the client)abDiefs 10. Tune this value according to your
operating system, but the default value should be fine fort s&itings.

If your machine has multiple network adapters, you can fer3equoia Controller to bind a specific IP address
like this:

<?xm version="1.0" encodi ng="1S0O 8859-1" ?>

<! DOCTYPE SEQUOI A- CONTROLLER PUBLIC "-// Conti nuent//DTD SEQUO A- CONTROLLER 2. 10//EN' "http://seqt
<SEQUO A- CONTROLLER>

<Controller port="25322" ipAddress="192.168.0.1">

<JnxSettings enabl ed="fal se"/>

</ Controller>

</ SEQUO A- CONTRCLLER>

7.3.2. Internationalization

You can use this element to override the default localeend by java. English is the only language looked at at
the moment.

<I ELEMENT Internationalizati on EMPTY>
<! ATTLI ST Internationalization | anguage (en|fr|it]|jp) "en">

7.3.3. Report

A report can be define in case you want to get a trace of whatdmegapduring the execution of the controller. If
this element is included in theont r ol | er . xm report is enabled and will output a report, under certain
conditions, in a file nameslequoi a. report .

<! ELEMENT Report EMPTY>
<I ATTLI ST Report
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hi deSensitiveData (true|false) "true"
gener at eOnShut down (true|fal se) "true"

gener at eOnFat al (true|false) "true"
enabl eFi | eLogging (true|false) "true"
reportLocation CDATA #1 MPLI ED

« hi deSensi ti veDat a: will replace passwords with "*****,

« gener at eOnShut down: tells the controller to generate a report when it has reckévshutdown command.
+ gener at eOnFat al : tells the controller to generate a report when it cannadvecfrom an error.

« enabl eFi | eLoggi ng: logs all the console output into a file and include this fi®ithe report.

- reportLocati on: specify the path where to create the report, defalde@ia A_HOVE/ | og directory.

7.3.4. IMX

JMX is used to remotely administrate the controller. You aae the bundled Sequoia console or use your own
code to access JMX MBeans via the protocol adaptor. Sequopmges both the RMI and HTTP adaptors of the
MX4J (http://mx4j.sourceforge.net/) IMX server. You caeiwide the default port numbers for each adaptor if
they conflict with another application that is already udimgm (i.e. another Sequoia controller on the same
machine).

<! ELEMENT JnxSettings (H tpJmxAdaptor?, Rm JnxAdaptor?)>
<! ELEMENT Ht t pJnxAdapt or EMPTY>
<I ATTLI ST Htt pJmxAdapt or
port CDATA "8090"
>

<! ELEMENT Rmi JnxAdapt or (SSL?)>
<! ATTLI ST Rmi JnxAdapt or

port CDATA "1090"
user nane CDATA #| MPLI ED
password CDATA #1 MPLI ED

>

<! ELEMENT SSL EMPTY>

<I ATTLI ST SSL
keySt ore CDATA #REQUI RED
keySt or ePassword CDATA #REQUI RED
keySt or eKeyPassword CDATA #1 MPLI ED
i sClient AuthNeeded (true|false) "fal se"
trust Store CDATA #1 MPLI ED
trust St orePassword CDATA #| MPLI ED

Configure ssl for encryption and/or authentication.

« keySt or e: The file where the keys are stored

« keySt or ePasswor d: the password to the keyStore
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« keySt or eKeyPasswor d: the password to the key, if none is specified the same padsasdor the store is
used

- i sCient Aut hNeeded: if set to false ssl is used for encryption, the server is aalgepting trusted clients
(the client certificate has to be in the trusted store)

« trust Store: the file where the trusted certificates are stored, if nospégified the same store as for the key
is used

« trust StorePasswor d: the password to the trustStore, if none is specified the sasgwvord as for the
keyStore is used

You have to enable the RMI adaptor if you want to use the Seqemisole to administrate the controller
remotely. To enable the RMI JMX adaptor, use this setting:

<JnxSettings>
<Rm JnmxAdapt or/ >
</ JnxSettings>

7.3.5. Virtual Database

This element specifies virtual databases to load at coetrstrtup.

<! ELEMENT Vi rtual Dat abase EMPTY>
<! ATTLI ST Vi rtual Dat abase
configFile CDATA #REQUI RED
vi rt ual Dat abaseName CDATA #REQUI RED
aut oEnabl eBackends (true | false | force) "true"
checkpoi nt Nane CDATA "*"

- confi gFi | e: The path to the virtual database configuration file. Seei@etD to learn how to write a virtual
database configuration file.

- vi rtual Dat abaseNane: The name of the virtual database since the configuratioaditecontain multiple
virtual database definitions.

« aut oEnabl eBackends: set to true by default to reenable backends from their lagtvk state as stored
during last shutdown. If backends where not properly shutdmothing will happen. You can specify false to
let the backends in disabled state at startup. The forcerptiould only be used if you know exactly what
you are doing and override backend status by providing a maekpointWarning! Use this setting carefully
as it might break your database consistency if you do notigeo valid checkpoint.Force is considered the
same as true if no recovery log has been defined.

« checkpoi nt Nane: the checkpoint name to use with the recovery log to enalikdral from a known
coherent state. If the checkpoint is omitted, the last knolagckpoint is used.

Example:

<Virtual Dat abase confi gFil e="/dat abases/ MySQLDb. xm " vi rt ual Dat abaseName="r ubi s" aut oEnabl eBackent

This will enable a virtual database namatbi s taken from a configuration file named
/ dat abases/ MySQLDb. xnl and will enable all backends of the database from the lastkratlneckpoint.
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7.3.6. Security

Security settings define the policy to adopt for some fumetities that may compromise the security of the
controller. These settings depends on your environmentande relaxed if you are running in a secure
network. The less security settings you have, the fastecdahtroller will run. A SecuritySettings element is
defined as follows:

<! ELEMENT SecuritySettings (Jar?, Accept?, Block?, SSL?)>
<I ATTLI ST SecuritySettings

def aul t Connect (true|false) "true"
>

def aul t Connect : is used to allow (true) or refuse (false) connections tacthroller. This default setting can
be then be tuned with access lists defineddnept andBl ock elements (see below).

Additional database drivers can be uploaded dynamicaliiggaontroller. As the controller has no way to check
if this is a real JDBC driver or some malicious code hidden BGDriver interface, you have to be very careful
if you enable this option and anybody can connect from anyaiteeyour controller.

<! ELEMENT Jar EMPTY>

<! ATTLI ST Jar

al | owAddi ti onal Driver (true|false) "true"
>

You can control who can connect to the controller by settitgeas lists based on IP addresses to accept or
block.def aul t Connect is setinSecuritySetti ngs defined above. Default is to accept all connections if no
security manager is enabled.

<! ELEMENT Accept (Hostnane|!| pAddress||pRange)*>
<! ELEMENT Bl ock (Hostname| | pAddress||pRange)*>

<! ELEMENT Host nane EMPTY>
<I ATTLI ST Host nane
val ue CDATA #REQUI RED

IpAddress value is an IPv4 address (ex:192.168.1.12):

<! ELEMENT | pAddr ess EMPTY>
<! ATTLI ST | pAddr ess

val ue CDATA #REQUI RED
>

IpRange value is based on IPv4 addresses and has the fajléovin: 192.168.1.*.

<! ELEMENT | pRange EMPTY>
<! ATTLI ST | pRange

val ue CDATA #REQUI RED
>

Here is a full security configuration example:

<SecuritySettings defaultConnect="fal se">
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<Jar al |l owAdditional Driver="true"/>

<Shut down>
<Client allow="true" onlyLocal host="true"/>
<Consol e all ow="fal se"/>

</ Shut down>

<Accept >
<l pRange val ue="192.168.*.*"/>

</ Accept >

</ SecuritySettings>

This setting accepts driver connections only from machiraesng an IP address starting with 192.168, allows
loading of additional drivers via the console, refusesdtwrh from the console, but allows it from the local
machine.

7.4. Configuring the Log

Sequoia uses the Log4j (http://jakarta.apache.org/pptiging framework. Thé og4j . properti es
configuration file is located in thesequoi a/ conf i g directory of your installation. Here is a brief description
of the loggers available in the configuration file:

- 1 og4j .1 ogger.org. continuent.sequoia. core.controller : Controller related activities mainly for
bootstrap and virtual database adding/removal operations

« | og4j .1 ogger.org.continuent.sequoia.controller.xm .Handl er : XML configuration file
parsing and handling.

- | og4j .l ogger.org.continuent.sequoia.controller.Virtual Dat abase : Virtual database related
operations. A specific
| og4j .1 ogger.org. continuent.sequoi a.controller. Virtual Dat abase. vi rt ual Dat abaseNane
logger is automatically created for each virtual datab@kés allows to tune different logging levels for each
virtual database.

- | og4j .l ogger.org. continuent.sequoia.controller.Virtual Dat abase. request : Log the
incoming requests and transactions in files that can beyeglay the Request Player tool provided with
Sequoia.

- |l og4j .1 ogger.org.continuent.sequoia.controller.distributedvirtual database. request
: Log distributed request execution when using horizorgalability (a.k.a. controller replication).

- | og4j .l ogger.org.continuent.sequoia.controller.backup : Log backup manager and backuper
related activities from dump/restore operations.

- | og4j .l ogger.org.continuent.sequoia.controller.Virtual Dat abaseServer Thread : The
server thread accepts client connections and manages thentioreads.

« | og4j .1 ogger.org.continuent.sequoi a.controller.Virtual Dat abaseWr ker Thr ead : Each
worker thread handle a session with a client Sequoia driver.

- | og4j .l ogger.org.continuent.sequoi a.control | er. Request Manager : Log the request flows
between the different Request Manager components (saredathe, load balancer, recovery log).

- | og4j .l ogger.org.continuent.sequoi a.controller.schedul er : Log the request ordering and
synchronization performed by the scheduler.

« | og4j .1 ogger.org. continuent.sequoia.controller.cache: SQL Query cache related activities.
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« 1 og4j .1 ogger.org.continuent.sequoi a.control | er.|oadbal ancer : Log how requests are
balanced on the backends.

« | og4j .l ogger.org.continuent.sequoia.controller.connection:Connection pooling related
information.

« 1 og4j .1 ogger.org. continuent.sequoia.controller.recoveryl og: Sequoia Recovery Log
information.

« | og4j .1 ogger.org.continuent.sequoia.controller.consol e.jn :JMX management system
logging.

« | og4j .l ogger.org. continuent. hedera. channel s: Hedera low level group communication channel.

« | og4j .1 ogger.org. continuent. hedera. gns: Hedera Group Membership Service (GMS).

« | og4j .1 ogger.org.continuent.tribe.discovery: Tribe Discovery Service (used by GMS).

- | og4j .1 ogger.org. continuent. hedera. adapt er s: Hedera Multicast Dispatcher building block for
application level message handling.

« 1 og4j .1 ogger.org.jgroups: JGroups core messages when Hedera is used with JGroups.

« log4j .1 ogger.org.jgroups. protocol s: JGroups protocol stack messages when Hedera is used with
JGroups.

7.5. Recovery Log

When you want to add a database to your cluster, you do not watbp the system, replicate the current
database state to the new database (that may take a long amdl¢hen restart the system. The Recovery Log
helps you in the process of dynamically adding a new backende¢overing a previously failed backend)
without stopping the system.

The Recovery Log records the write operations and trarsecthat are performed by the Sequoia controller
between checkpoints. A checkpoint is just a logical indethanlog that reflect the recovery log state at a given
time. As of Sequoia 2.0, checkpoints are automatically gaddy the controller and are generated when
needed on behalf of the administrator when a backend isldisalp enter a backup phase. When re-enabling the
backend, the Recovery Log replays all write queries and&etions that the backend missed during the time it
was offline and it comes back to the enabled state once it hsgnized with the other nodes.

Since version 2.0, the backup infrastructure has completednged and is based on Backupers. We provide a
generic Backuper based on Enhydra Octopus (http://octeplrgdra.org/) to copy, backup and restore content of
backends through JDBC. Even if Octopus is supposed to hamaé common databases, it might fail for some
specific databases or data types. In that case, we strorglgnreend to use or implement a database specific
Backuper.

Note: Octopus currently fails to backup/restore empty databases. You need at least to have one table in your
database if you don’t want the backup operation to fail with Octopus.

7.5.1. A practical example

Your Web site is running with a single database and you wanséoSequoia with three nodes using full
replication (RAIDb-1). You have two new backends ready tins¢alled. You can start the Sequoia console and
connect to the controller. Start the administration modhyleonnecting to the virtual database. Typackup
<backend name> <dump name> <backuper name> <path to backup diréary>. If you want to use Octopus
you will use a command line likbackup nodel dumpl Octopus /var/backupsDuring the backup, the update
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requests are logged in the recovery log, so no update idfitise backend was in the enabled state when backup
was initiated, it will automatically replay the recovenglto resynchronize itself and return to the enabled state.

To restore the dump on another backend, just tgséore <newbackend> <dumpnamezand the appropriate
backuper (Octopus in our previous example) will be usedstore the dump. After restoring the dump, you can
enable the backend at any time so that the recovery log replathe missing requests since the dump was taken.

Here is the set of commands to use in the Sequoia consoleéflnisd/our existing backend and you want to
dynamically add node2 and node3:

backup nodel initial_dunp Cctopus /var/backups
restore node2 initial_dunmp

restore node3 initial_dump

enabl e node2

enabl e node3

Note: Note that these steps can be automated by scripting the console.

If a node crashes, use the administration console to retfterdump on the node using the restore command.
Once the dump is restored, re-enable the backend from thedistheckpoint and the Recovery Log will
automatically replay all the write queries to rebuild a dstent database state on the node.

To prevent the recovery log from being too large, you canqulically perform backup operations. This will also
lower the recovery time since the part of the log to replay bel smaller. You can delete older dumps and logs if
you do not need them anymore.

7.5.2. Understanding checkpoints

A checkpoint is a reference used by the recovery log to repiaging requests. If a backend is disabled from the
console for maintenance, the controller will automaticabeate a checkpoint (in C-JDBC, the checkpoint name

had to be provided manually through the console). Once tbkepal is enabled again, the controller retrieves its

last known checkpoint from the recovery log and replayshalrequests that the disabled backend missed since
it was disabled. A checkpoint is nothing more than a refezéndime.

7.5.3. A fault tolerant Recovery Log

As the Sequoia recovery log can be stored in a database prg\ddDBC driver, it is possible to make the
recovery log fault tolerant by redirecting it to a Sequoiatcoller (even self) that will distribute and replicate the
log content on several backends.

The JDBC Recovery Log configuration is detailed in Sectio B

7.6. Controller replication

To prevent the Sequoia controller from being a single pdifiaiture, Sequoia provides controller replication
also called horizontal scalability. A virtual database bamnreplicated in several controllers that can be added
dynamically at runtime. Controllers use the JGroups grampraunication middleware to synchronize updates in
a distributed way. The JGroups stack configuration is fomrwbnf i g/ j gr oups. xm and should not be altered
unless you specifically know what you are doing. Keep in mivat total order reliable multicast is needed to
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ensure proper synchronization of the controllers. Morerimiation about JGroups can be found on the JGroups
web site (http://www.jgroups.org). Note that JGroups meggiproper network settings, here are a few guidelines:

- adefault route must be defined (check with /sbin/route uhtferx) for the network adapter which is bound
by JGroups (usually eth0). If such route does not existeeitine group communication initialization will
block or controllers will not be able to see each other evetherocal host. If you don’t have any default entry
in your routing table you can use a command like '/shin/radd default ethQ’ to define this default route.

- issues have been reported with DHCP that can either bloadefWvindows) or just fail to properly set a
default route and leads to the issue reported above. Wegbrdiscourage the use of DHCP, you should use
fixed IP addresses instead.

« name resolution should be properly set so that the IP addraskhine name matching works both ways. Often
improper /etc/hosts or DNS configuration leads to group camioation initialization problems. In particular,
under Linux, the IP address associated to the name retuynig thosthname’ command must not resolve to
127.0.0.1 else controllers will not see each other.

Horizontal scalability can also be provided using Appiae Rppia stack configurations are found in

confi g/ appi a. xm . This file contains six different configurations, six tentpkfor communication channels
and their respective channel instantiations. These aredimbinations of two total order implementations
(sequencer based and token based total order) using difteagsport protocols: TCP, UDP and UDP multicast.
Instructions to change the default configuration are in treedier of the file. All the defined configurations ensure
total order reliable multicast. More information about Agpan be found on the web site
(http://appia.continuent.org). Note that Appia also ieggiproper network settings, here are a some guidelines:

- adefault route must be defined (check with /sbin/route uhterx) for the network adapter which is bound
by Appia (usually eth0). If such route does not exist, cdigrs will not be able to see each other. If you don't
have any default entry in your routing table you can use a canthtike ’/sbin/route add default ethO’ to
define this default route.

« name resolution should be properly set so that the IP addraskine name matching works both ways. Often
improper /etc/hosts or DNS configuration leads to group canioation initialization problems. In particular,
under Linux, the IP address associated to the name retuygnigek thosthame’ command must not resolve to
127.0.0.1 else controllers will not see each other.

+ Appia does not need to use fixed IP addresses, unless youanaintita controller to a specific IP address. To
discover other controllers Appia uses a gossip servicegblssip service can be configured to use a multicast
address (if your network supports it) or you can start a gossiver. This server can also be replicated and is
used just to help the dynamic discovery of new nodes.

In order for a virtual database to be replicated, you mushdefbi st ri but i on element in the virtual database
configuration file (see Section 10.2.1). There are severdtcaints for different controllers to replicate a virtual
database:

- give the list of all controllers that you plan to use for replion of your virtual database in the Sequoia driver
URL. Even if all controllers are not online at all times, thiéver will automatically detect the alive
controllers: jdbc:sequoia://nodel,node2,node3, nauaB

. the virtual database must have the same name and use the arqpBame (in the Distribution element).

- each controller must have its own set of backends and no bdslahould be shared between controllers
(Sequoia checks the database URLS, having different bdakames is not sufficient).

- each controller must have its own recovery log, recoverg lannot be shared. It is possible for a controller
not to have a recovery log but this controller will have noonesry capabilities.

- the authentication managers must support the same logins.
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- schedulers and load balancers must implement the same R&liflguration.

- database schemas (if defined) must be compatible accomlthg RAIDb level you are using.

Note: As backends cannot be shared between controllers, it is not possible to use a SingleDB load balancer
with controller replication. If each controller only has a single database backend attached to it, then you must
use a RAIDb-1 configuration since in fact you have 2 replicated backends in the cluster.

Several configuration file examples are available indihe exanpl es/ Hor i zont al Scal abi | i ty directory
of your Sequoia distribution.

Note: You can find more information in the document titled "Sequoia Horizontal Scalability - A controller
replication user guide" available from the Sequoia web site.

7.7. Current Limitations

The Sequoia controller in its 2.10 release has the followmgations:

+ GRANT/REVOKE commands will be sent to the database enginethis will not add or remove users from
the virtual database authentication manager.

« network partition/reconciliation is not supported,

- distributed joins are not supported which means that you ensure that every query can be executed by at
least a single backend,

« RAI Db- 1ec andRAI Db- 2ec levels are not supported,

8. Administration console

The Sequoia administration console is based on JMX techiedoThe text mode console is a JIMX client based
on the standard RMI connector for JMX but you can also use argea JMX administration console through
HTTP from any web browser to see all the MBeans registereldeséquoia domain. An Eclipse plug-in is
provided by the Oak project (http://oak.continuent.org).

You can start the administration console using the corstoléat script.

8.1. Imx Notifications List

Here is a list of the JMX remote notifications generated byuSex

« sequoi a. control | er.virtual dat abases. r enoved a virtual database has been removed.

- sequoi a. control | er.virtual dat abase. added a virtual database has been added to the controller
« sequoi a. vi rtual dat abase. dunp. | i st the list of dump files has been updated

« sequoi a. vi rt ual dat abase. backend. added a backend has been added to the virtual database

« sequoi a. di stributed. controller.added a controller has joined the group
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di sabl ed a backend has been disabled

enabl ed a backend has been enabled

recoveri ng a backend is recovering a dump file

.recovery. f ai | ed Recovery of a dump file failed

.repl ayi ng. f ai | ed Recovery log replay failed

backi ngup a backend is backing up

enabl e. wi t e a backend is how write enabled

renoved a backend has been removed from the virtual database

di sabl i ng a backend is now in state disabling (finishing pending

unknown The backend state has been completely lost. Recovery

. repl ayi ng a backend is replaying requests from the recovery log

8.2. Starting the Administration Console

Thebi n directory of the Sequoia distribution contains the scriptstart the console. Unix users must start the
console withconsole.sh -twhereas Windows users have to stamsole.bat -t

The console script accepts several options:

. -dor--debug: show stack trace when error occurs.

. -f or--file:Useagiven file as the source of commands instead of readingnands interactively.

« -hor--hel p: displays usage information.

« -i or--ip:IP address of the host name where the IMX Server hostingptiiteodler is running (the default is

'0.0.0.0").

« -por--port:JMX/RMI port number of (the default is 1090).

. -sor--secret: Password for JIMX connection.

e -uor--usernane: username for JMX connection.

« -v or--version: displays version information.

« -t or--text:force the console to start in text mode. By default, it wiyl to start in graphic mode

For exampleconsole.sh -t -i 192.168.0.1 -p 1234l connect the console to the controller using the RMI JIMX
adaptor listening on port 1234 a®2. 168. 0. 1.

The console has an online help that is accessible by tyfigat any time.

8.3. Console Quickstart

Here is a quick description of the steps needed to make aatientready to serve requests:

1. Start the controller usingpntroller.sh or controller.bat (see Section 7.2).

2. Start the console usirgpnsole.sh -br console.bat -t((see Section 8.2).
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3. Load a configuration file usingad <complete-path>/config.xml The controller configuration files are
described in Section 10.

4. Connect to the virtual database with the administratginlasing theadmin command (see example below).
5. Enable all backends using teeableAll command.

6. Come back to the main menu using thét command.

7. Check the configuration using tigetinfo command.

Here is an example of a controller configuration and startup:

[ ermanuel @r e- honme bin]$ consol e.sh -t

Launchi ng the Sequoi a controller console
Initializing Controller nodule...

Initializing Virtual Dat abase Adm nistrati on nodul e. .
Initializing Mnitoring nodule...

Initializing SQL Consol e nodul e. .

Sequoi a driver (v. 2.0) successfully | oaded

gre- home: 1090 >hel p
Comands avail able for the Controller nodul e are:
adm n <virtual dat abase nanme>
Administrate a virtual database
connect controller <controller hostnanme> <jnx port>
Connect to a Sequoia controller
drop virtual dat abase <virtual dat abase nanme>
Drop a virtual database fromthe controller
hel p
Print this hel p message
hi story [ <commandl ndex>]
Di splay history of commands for this nodul e
| oad virtual dat abase config <virtual database xm file>
Send a virtual database XML configuration file to the controller and load it
nmoni tor <virtual dat abase name>
Monitor a virtual database
qui t
Quit this console
rel oad | oggi ng configuration
Refresh the trace system by rel oading the | ogging configuration file
save configuration
Save the current configuration of the virtual databases as an XML file
show controller config
Show Control | er configuration
show | oggi ng config
Show | oggi ng configuration and the nobst recent traces
show vi rt ual dat abases
Show t he names of the virtual databases for this controller
shut down [ npde]

Shut down the controller and all its virtual databases. Mde paraneter must be:
1-- wait for all client connections to be closed, does not work with a connection pool
2 -- node safe, default value, waits for all current transactions to conplete
3 -- node force, immediate shutdown w thout consistency: recovery will be needed on resta

sql client <sequoia url>

Open a SQL client console for the virtual database specified by the Sequoia URL
upl oad driver <driver file>

Upl oad a driver to the controller
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gre-hone: 1090 > <useri nput >show vi rt ual dat abases</ useri nput >
my DB
gre- hone: 1090 > <useri nput >adm n nyDB</ useri nput >
Vi rtual database Administrator Login > <userinput>adm n</useri nput>
Vi rtual database Administrator Password > <userinput>*****</uyseri nput >
Ready to administrate virtual database nyDB
myDB(adni n) > help
Conmmands avai |l abl e for the Virtual Dat abase Adm nistrati on nodul e are:
backup <backend nane> <dunp nane> <backuper nane> <pat h> [ <t abl es>]
Backup a backend into a dunp file and associate a checkpoint with this dunp
del ete dunp <dunp nane>
Del ete a dunp
di sabl e <backend nanme | *>
Di sabl e the specified backend and automatically set a checkpoint
* neans that all backends of this virtual database nust be disabl ed
enabl e <backend name | *>
Enabl e the specified backend
* neans that all backends of this virtual database nmust be enabl ed
expert <on|off>
Switch to expert node (commands for advanced users are avail abl e)
hel p
Print this hel p message
hi story [ <comrandl ndex>]
Di splay history of commands for this nodul e
qui t
Quit this console
restore <backend nanme> <dunp name> [ <t abl es>]
Starts the recovery process of the given backend for a given dunp nane
show backend <backend name | *>
Show i nformati on on backend of this virtual database
* means to show information for all the backends of this virtual database
show backends
Show t he names of the backends of this virtual database on the current controller
show backupers
Show t he backupers avail abl e for backup
show control lers
Show t he names of the controllers hosting this virtual database
show dunps
Show al | dunps avail able for database recovery
show vi rtual dat abase config
Show the XML configuration of the virtual database
transfer dunp <dunp nane> <controller name> [nocopy]
Make a dunp available for restore on another controller.
Optional 'nocopy’ (default: false) flag specifies not to copy the dunp.

myDB(adni n) > <useri nput >show backend *</useri nput>

I L L TR +
| Backend Nane | 1 ocal host |
| Driver | org.hsql db.jdbcDriver |
| URL | jdbc: hsqgl db: hsqgl://1ocal host: 9001 |
| Active transactions | O |
| Pendi ng Requests | O |
| Read Enabl ed | true |
| Wite Enabl ed | true |
| I's Initialized | true |
| Static Schema | false |
| Connection Managers | 1 |
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Total Active Connections | 5

| |
| Total Requests | O |
| Total Transactions | O |
| Last known checkpoi nt | <unknown> |
TS Fom e eeeeeeeeeeeeeeaaaaeaeaaaaaaas +
| Backend Name | local host 2 |
| Driver | org.hsql db.jdbcDriver |
| URL | jdbc: hsqgl db: hsql ://1 ocal host: 9002 |
| Active transactions | O |
| Pendi ng Requests | O |
| Read Enabl ed | true |
| Wite Enabl ed | true |
| I's Initialized | true |
| Static Schema | false |
| Connection Managers | 1 |
| Total Active Connections | 5 |
| Total Requests | O |
| Total Transactions | O |
| Last known checkpoi nt | <unknown> |
o e e e e e e e e e o e m e e e e e e e e e e e e e e e aaa oo +

8.4. Console Main Menu

The graphical version of the console provides a shell-likeony (more precisely a tcsh-like behavior). You can
recall a previous command by using the arrow keys (up and ftmlirowse the history. If you prefix a
command by , the console will browse the history and complete the conthweith the latest command in the
history starting with the command prefix (completion ocauten you press the tab key). In the graphical
version, you can also access all the commands of the differedule using the right button of the mouse.

Note: All the commands issued can also be recalled using the history menu in the contextual menu that
appears on a right-button click.

Commands available from the console main menu are:

« admin <virtualdatabase name=> Administrate a virtual database

- connect controller <controller hostname> <jmx port>; connect to a Sequoia controller

- drop virtualdatabase <virtualdatabase name= Drop a virtual database from the controller
« help: Print this help message

- history [xcommandIndex>]: Display history of commands for this module

- load virtualdatabase config <virtualdatabase xml file> Send a virtual database XML configuration file to
the controller and load it

« monitor <virtualdatabase name> Monitor a virtual database
« quit: Quit this console
- reload logging configuration Refresh the trace system by reloading the logging configurdile

« save configuration Save the current configuration of the virtual databases a8\l file
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- show controller config Show Controller configuration

+ show logging config Show logging configuration and the most recent traces

- show virtualdatabases Show the names of the virtual databases for this controller
« shutdown [node]: shutdown the controller and all its virtual databases.

Three shutdown modes are provided. If not specified, theuttefeode is the shutdown mode immediate.

- Shutdown mode wait (modg): wait for all client connections to be closed, does not wibtke client uses
a connection pool with persistent connections.

- Shutdown mode safe (mod¢: default value, waits for all current transactions to céetgbefore shutting
down. transaction and shutdown.

- Shutdown mode force (mod®: does not wait for transactions completion and kill all eations.
Backends are disabled without consistency and a full reganvél be needed on restart.

E.g:shutdown 2

+ sql client <sequoia url> Open a SQL client console for the virtual database spedifjeitie Sequoia URL

« upload driver <driver file> : Upload a driver to the controller

8.5. Administrator Menu

Once the configuration file has been loaded on the contralldrackends are in the disabled state. You must
enable them all or one by one to allow them to execute requgstaioia does not check that database contents
are synchronized and you must ensure that all backends areahnerent state prior to starting the controller. To
ensure that backends remain synchronized on startup, ystiuse checkpoints (see Section 7.5.2).

If you properly shutdown the controller using the wait oresafode, database backend states are properly
recorded and their state is automatically restored whendteenabled.

8.5.1. Administrator Standard Commands

Standard commands available from the console administratau are:

« backup <backend name> <dump name> <backuper name> <path> [<talde]: Backup a backend into a
dump file and associate a checkpoint with this dump. Notethgatonsole will ask for a login and password
to connect to the backend to backup. This is specific to thézer that you are using but this should usually
be a valid login/password on the database engine that ydueateiping. The login must be granted access on
all tables from the controller node.

« delete dump <dump name>Delete a dump

- disable <backend name | *> <checkpoint>Disable the specified backend and store the given chedkffoin
means that all backends of this virtual database must bbldifa

- enable <backend name | *>Enable the specified backend from its last known checkgbdimeans that all
backends of this virtual database must be enabled)

- expert <on|off> Switch to expert mode (commands for advanced users aralblegi
« help: Print this help message

« history [<commandindex>]: Display history of commands for this module
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« quit: Quit this console

« restore <backend name> <dump name> [<tables>Btarts the recovery process of the given backend using
the given dump name. Note that the console will ask for a lagith password to connect to the backend to
restore This is specific to the Backuper that you are usinghimishould usually be a valid login/password
(real login in the Sequoia terminology) on the databaserentiat you are restoring. Note that this login must
be granted the right to create new databases and tables.

« show backend <backend name | *>Show information on backend of this virtual database (* nss® show
information for all the backends of this virtual database)

. show backends Show the names of the backends of this virtual databaseeotutinent controller
- show backupers Show the backupers available for backup

+ show controllers Show the names of the controllers hosting this virtual loase

« show dumps Show all dumps available for database recovery

- show virtualdatabase config Show the XML configuration of the virtual database

« transfer dump <dump name> <controller name> Transfer a dump from the current controller to another
controller. An example igransfer dump dumpl controller2.emic.com:1090

8.5.2. Administrator Expert Commands

Expert commands are not available by default. use the comimgrert on to make them available.

« clone backend config <backend from> <backend to> <url> [driverRth=<value>] [driver=<value>]
[connectionTestStatement=<value>]Clone the configuration of a backend in the current virt@hbase
(this virtually allows to add a new backend)

- disable read <backend name>Disable read requests on a backend
« enable read <backend name>Enable read requests on a backend

. force checkpoint <backend name> <checkpoint name>-orce the last know checkpoint of a disabled
backend

. force disable <backend name | *>Force the disabling of a backend without storing any chetkp. The
backend will not be in a consistent state after this opanaffomeans that all backends of this virtual database
must be disabled by force)

. force enable <backend name | *>Force the enabling of a backend without checking for cheitkp. This
command can break the cluster consistency, only use it ikpaw what you are doing! (* means that all
backends of this virtual database must be enabled by force)

. force path <dump name> <new path> Update the path of the dump
- get backend schema <backend name> <file nameBisplay backend schema or save it to a file

- purge log <checkpoint name> Purge the recovery log upto specified checkpoint. All thieies of the
recovery log prior to that checkpoint will be deleted.

. restore log <dump name> <controller name>Copy the local recovery log from the specified checkpoint
onto the specified remote controller. All previous recoMeg/content on the remote controller will be erased.

- show checkpoints Show all checkpoints available in the recovery log.

- transfer backend <backend name> <controller jmx address>Transfer a backend from a controller to an
other controller
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8.6. Automated Backup With Jmx

Marc Wick has given an example of a cron file to do a daily badksipg the jmx connector in Sequoia. The
complete sources can be found in the example file:DBBackwgpip the jmx directory of the examples.

JMXServi ceURL address = new JMXServiceURL("rmi", host, 0, "/jndi/jrnp");

Map environnment = new HashMap();
envi ronment . put (Cont ext. | NI TI AL_CONTEXT_FACTORY,
"comsun.jndi.rm.registry. Regi stryCont ext Factory");

envi ronment . put (Context. PROVIDER_URL, "rm://" + host + ":" + port);
envi ronment . put (JMXConnect or . CREDENTI ALS, Passwor dAut hent i cat or
.createCredential s("j mkuser", "jnxpassword"));

JMXConnect or connector = JMXConnect or Fact ory. connect (address, environnent);
hj ect Name db = JnxConst ants. get Vi rt ual DbObj ect Nane( " dat abaseNane") ;

MBeanSer ver Connecti on del egat eConnecti on = connect or
. get MBeanSer ver Connecti on(subj);

/1l we create a proxy to the virtual database
Vi rt ual Dat abaseMBean proxy = (Virtual Dat abaseMBean) MBeanServer | nvocati onHandl er
. newPr oxyl nst ance(del egat eConnecti on, db, Virtual Dat abaseMBean. cl ass,
fal se);

Si npl eDat eFormat fnt = new Si npl eDat eFormat ("yyyy_ MV dd") ;
String checkpointName = fnt.format(new Date());

/1 we disable the backend and set a checkpoi nt
pr oxy. di sabl eBackendFor Checkpoi nt ("nodel", checkpoi nt Nane);

/1l we call the database specific backup tool for the backup
runDat abaseBackupTool () ;

/'l we enable the backend again
pr oxy. enabl eBackend(" nodel");

The runDatabaseBackupTool() method is completely opercandall any external program (like pg_dump,
mysql_dump...)

Note: This method does not use octopus and as a consequence, the generated backup cannot be restored
on a a different database vendor than the one it was issued from. As a great benefit though, the backup
process will gain in speed, and the metadata will be completely conformed to that database vendor.

8.7. Recoverying from a failed controller in distributed mode

In a distributed controller configuration, when a contnofjees down, here is the list of action to take to recover
the failed controller:

- If the controller does not have any dump available, conreatdontroller that has database dumps and use the
transfer dump command to copy the dump to the recovering controller.
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- During its failure, the recovery log of the controller midsgueries that were executed by the cluster and it is
therefore necessary to re-synchronize its recovery logs ddn be achieve using thecover logfrom the
same controller you used to transfer the dump.

« Once the previous operations are completed, you can sa&f&gre the dump on the backends attached to the
controller. Then, enabling the backends will resynchreriem with the other nodes of the cluster.

8.8. Virtual Database Console Menu

Sequoia is now bundled with a graphical SQL console calledr& that you can launch from th# n directory
of the Sequoia installation, using eitheui rrel . sh orsqui rrel . bat .You can also directly issue SQL
statements from the virtual database console menu. The@thenands available from the virtual database
console menu are:

+ begin: Start a transaction
« commit: Commit a transaction
. fetchsize <x» Set the ResultSet fetch size to x rows per block
« help: Print this help message
« history [xcommandIndex>]: Display history of commands for this module
- load <file name> Execute all SQL statements contained in file
« maxrows <x> Limits the maximum number of rows to get from the database to
« quit: Quit this console
- rollback [<savepoint name>} Rollback a transaction (to an optional savepoint)
« savepoint <savepoint name>Create a savepoint for the current transaction
. setisolation <x= Set the connection transaction isolation level to x
- 0- TRANSACTION_NONE
- 1-TRANSACTION_READ_UNCOMMITTED
« 2-TRANSACTION_READ_COMMITTED
- 4-TRANSACTION_REPEATABLE_READ
- 8- TRANSACTION_SERIALIZABLE

« show tables Display all the tables of this virtual database
« timeout <x>: Set the query timeout to x seconds (default is 60 seconds)
« {call proc_name(?,?,...)} Call a stored procedure

Here is an example of a session with the virtual databasent@ns

| ocal host: 1090 > sql client jdbc:sequoia://local host/nyDB
> Login . user
> Password ; xExrxx
Connected to jdbc: sequoia://|ocal host/ nyDB
jdbc: sequoi a: / /1 ocal host/ myDB (user) > begin
Transaction started
j dbc: sequoi a: / /| ocal host/nyDB (user) > select * fromregions
result to be displayed here ...
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Figure 3. RAIDb-0 example

| SQL requests |

RAIDb-0 controfler

gcee

tahie 1 table 2 & 3 table .. table n-1 table n

jdbc: sequoi a:/ /1 ocal host/nmyDB (user) > conmit
j dbc: sequoi a: / /1| ocal host/ nyDB (user) > quit

9. RAIDb Basics

9.1. RAIDb Definition

RAIDb stands foiRedundant Array of Inexpensive Databases. This acronym has been used in reference to the
RAID (Redundant Array of Inexpensive Disks) concept that achieves scalability and high availabilftgiek
subsystems at a low cost. RAIDb aims at providing bettergperance and fault tolerance than a single database
by combining multiple inexpensive database instancesantarray of databases.

One of the goals of RAIDD is to hide the distribution comptgxnd to provide the database clients with the
view of a single database. As for RAID, a controller sits ionfrof the underlying resources. The clients send
their requests to the RAIDb controller that balances therorapthe set of RDBMS backends.

9.2. RAIDDb-0

RAIDb-0 consists irpartitioning the database tables among the database backend nodes Aslbcannot be
partitioned but the different tables can be distributed iffierednt backend nodes. RAIDb-0 requires at least two
database backends, provides moderate performance $italalti does not offer fault tolerance. Figure 3 shows
an example of a RAIDb-0 configuration.

9.3. RAIDDb-1

RAIDb-1 offers afull mirroring or full replication of the database on the backends. It offers the best fault
tolerance scheme since the system is still available with @me backend. On the minus side, there is no
speedup on writesJPDATE, | NSERT, DELETE requests) since they have to be broadcasted to all nodeseMg
shows an example of a RAIDb-1 configuration.
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Figure 4. RAIDb-1 example

| SQL requests |
v

RAIDb-1 controfler

ceee

Fuli DB Fuli DB Full DB Full DB Full DB

Figure 5. RAIDb-2 example

| SQL requests |

RAIDb-2 controfler

TTE

Fulf DB table x tabley tablex&Yy tablez

9.4. RAIDb-2

RAIDb-2 is a tradeoff between RAIDb-0 and RAIDb-1. It prog&lpartial replication to tune the degree of
replication of each database table to obtain the best re#elivroughput. RAIDb-2 requires that each database
table is available on at least two nodes. Figure 5 shows angesof a RAIDb-2 configuration.

9.5. Nested RAIDDb Levels

It is possible to compose several RAIDD levels to build lssgale configurations or meet specific needs. The
next example is a RAIDb-1-0 configuration where a top levelB®#1 controller dispatches the requests to
three full databases implemented with a RAIDb-0 controfggure 6 shows an example of a RAIDb-1-0
configuration.

This last example (Figure 7) shows a RAIDb-0-1 compositidre top level is a RAIDb-0 controller and fault
tolerance is achieved on each partition using a RAIDb-1rctiet.
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Figure 6. RAIDb-1-0 example

| SQL requests

tablew tablex &y  tablez table w tabfe y tablex &z

table w table x table y tablez

Figure 7. RAIDb-0-1 example

| SQL requests |

table w tabie w tablex &y tablex &y tablex &y tabie z tabie z
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10. Virtual database configuration

10.1. Writing a Virtual Database Configuration File

The Sequoia controller configuration file must conform to$leguoia DTD that can be found in tket

directory of the Sequoia distribution. The DTD is extenivdocumented and the most up-to-date information
will be found in thexml / sequoi a- x. y. dt d file. Several configuration file examples are available in the
doc/ exanpl es directory.

Here is an example of how a minimal Sequoia configuration fiteutd look like:
<?xm version="1.0" encodi ng="UTF-8"?>

<! DOCTYPE SEQUOI A PUBLIC "-// Conti nuent//DTD SEQUO A 1.0//EN"
"http://sequoia. continuent. org/dtds/sequoi a-2.10. dtd">

<SEQUA A>
<Vi rt ual Dat abase nane="vdbNang" >

<Di stribution/>
<Aut henti cati onManager> ... </ Authenticati onManager>

<Dat abaseBackend name="nodel" driver="com nmyDriver.cl ass"
url ="j dbc: protocol : // host/ nyDB" connecti onTest St at ement ="sel ect 1">

</ Dat abaseBackend>

<Request Manager >
<Request Schedul er >

</ Request Schedul er >
<LoadBal ancer >
</ LoadBal ancer >

</ Request Manager >

</ Vi rt ual Dat abase>
</ SEQUO A>

The next sections describes the different elements comgasi XML configuration file.

10.2. Virtual Database
A virtual database element is defined as follows:

<! ELEMENT Vi rtual Dat abase (Distribution?, Mnitoring?, Backup?, Authenticati onManager, DatabaseBacl
<I ATTLI ST Virtual Dat abase

name CDATA #REQUI RED
maxNbOf Connecti ons CDATA #| MPLI ED

pool Thr eads (true | false) "true"
m nNbCf Thr eads CDATA #| MPLI ED
maxNoCf Thr eads CDATA #| MPLI ED

maxThr eadl dl eTi me  CDATA #l MPLI ED
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sql DunpLengt h CDATA " 40"
useSt ati cResul t Set Met aDat a CDATA "true"

A virtual database is the database exposed to the user.tiinen

- aset of real database backends,
- an authentication manager that matches the virtual degabasreal backends login/password,
- arequest manager that defines the behavior of the contfotléris virtual database,

Here is a brief description of each virtual database atteibu

- nane: name of the virtual database to be used in the JDBC URL
(j dbc: sequoi a: / / host/ Vi rt ual Dat abaseNane).

« maxNbCOF Connect i ons: maximum number of concurrent connections accepted fenhiual database. The
controller stops accepting client connections wherNbOF Connect i ons concurrent connections are
running. Default is O (no limit).

- pool Thr eads: if f al se, one thread is created for each connection and dies whemtimection closes. If set
tot rue, threads are created on-demand and kept in a pool to be reused/e multiple connections. Default
istrue.

« mi nNbCOF Thr eads: minimum number of threads to keep in the poolp@il Thr eads is set tat r ue). Default
is 0.

« maxNbCOF Thr eads: maximum number of threads in the poolifol Thr eads is set tot r ue). Default is 0
(no limit).

- maxThr eadl dl eTi me: maximum time in seconds a thread can remain idle beforegglreimoved from the
pool. Default is 60 seconds (a thread that has not serve gagsein the past 60 seconds will be killed).

- sqgl DunpLengt h: maximum number of characters of a SQL statement to displ&yaces and exception
messages. 0 means no limit and the full statement is insiertbe message (be careful especially if you are
using large objects. Default is 40.

« useStaticResul t Set Met aDat a: when fetching DatabaseMetaData, Sequoia returns fouilt-i
ResultSetMetaData that conforms to the JDBC standardytiesiat to true). If your application relies on
specific extensions of the database driver, you can dishisiégature so that ResultSetMetaData is always
fetched from the driver (slower but transparent).

10.2.1. Distribution

A Distribution element defines the group communicationisgstwhen a virtual database is replicated by
multiple controllers (feature called horizontal scaldjl A Distribution element is defined as follows:

<! ELEMENT Di stribution (MessageTi neouts) >
<! ATTLI ST Di stri bution

gr oupNamne CDATA #l MPLI ED

heder aPropertiesFile CDATA "/ heder a_j groups. properties"
>
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- MessageTi meout s: Tunable message timeouts for messages sent to the grooptodléers. The timeouts
are usually properly tuned by default and don’t need to beifieod

gr oupNane: group name to be used by the JGroups communication layes.iime is provided, the virtual
database name is used instead.

Note: The JGroups stack configuration is defined in confi g/ t ot al - t oken. xnl . Refer to the JGroups
documentation if you want to alter the JGroups configuration.

Note: When a controller fails, all backends attached to it are automatically disabled. A full recovery
process is then needed for these nodes. To learn more about this issue, read the horizontal scalability
design document (http://c-jdbc.objectweb.org/current/doc/C-JDBC_horizontal_scalability.pdf).

« heder aProperti esFi | e: file name of the Hedera configuration file to use to setup thagr
communication for this virtual database. The default camfiion use JGroups, but this value can be changed
to use Appia instead.

10.2.1.1. Configuring Hedera group communication

Hedera is a group communication wrapper that provides watiigh-level facilities such as distributed remote
procedure calls. Hedera default configuration for Sequadias on the JGroups group communication library.
You must specify the JGroups factory and the name of the JiSroonfiguration file in the Hedera configuration
file usually callecheder a_j gr oups. properti es. Here is an example of such file:

heder a. fact ory=org. conti nuent. hedera. factory. JG oupsG oupComuni cat i onFact ory
heder a. channel . j groups. confi g=/total -t oken. xni
heder a. channel . j groups. fragnment Si ze=32000

You can change the configuration of Hedera to use Appia,adsté JGroups. To change the configuration of
Hedera to use Appia, change theder aPr operti esFi | e parameter of th®i st ri buti on element to

/ heder a_appi a. properti es. The default Appia configuration uses the filepi a. xm . Here is an example
of a configuration that uses Appia:

<Di stri bution hederaPropertiesFil e="/hedera_appi a. properties">
<MessageTi neout s/ >
</ Di stri bution>

Note: It is possible to have one Hedera configuration file per virtual database. Therefore group
communication settings are per virtual database.

10.2.1.2. Controller replication requirements

When you replicate a virtual database in multiple contre|létere are some rules that you must follow:
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10.2.2. Monitoring

Note: Warning! Monitoring can possibly lead to a memory leak and should only be used on a short period of
time There is also a JIMX method on the VirtualDatabaseMBean to set this on and off while online:

voi d setMonitoringToActi ve(bool ean active) throws Virtual Dat abaseExcepti on;

Monitoring provides a generic section for different monitg modules. At the moment, only “SQLMonitoring”
is provided.

<! ELEMENT Mbnitoring (SQ.Monitoring*)>

<! ELEMENT SQ.Moni toring (SQ.MonitoringRul e*)>
<! ATTLI ST SQLMbni toring

defaul t Monitoring (on | off) "on"
>

SQL Monitoring provides statistics (count, error, cachs,ltiming) for SQL queries. It is possible to define
rules to turn monitoring on or off for specific query patterns

def aul t Moni t ori ng: defines the default rule if a request should be monitorejfigonot (off) if no specific
rule matches the request.

<! ELEMENT SQ.Moni toringRul e EMPTY>

<! ATTLI ST SQ.Moni tori ngRul e
queryPattern CDATA #REQUI RED
caseSensitive (true | false) "fal se”
appl yToSkel eton (true | false) "fal se"
nmoni t ori ng (on | off) "on"

A SQLMonitoringRule Defines a specific monitoring rule fok@lieries that match the given pattern.

« queryPatt ern: aregular expression understood by the Jakarta RegexpgrFAPimore information on
Regexp format, go to Jakarta Regexp web site (http://jalapache.org/regexp).

« caseSensitive: true if the pattern matching must be case sensitive.

+ appl yt oSkel et on: true if the pattern must apply to the query skeleton (founBriepareStatement), false if
the instantiated query should be used. Exampikeleton: SELECT * FROM t WHERE x=? - instantiated
query: SELECT * FROM t WHERE x=12

« noni t ori ng: on to activate the monitoring for this rule, off to disakile i

Examples:

+ <SQLMonitoring queryPattern=""del ete" nonitorRequest="of f"/>will turn monitoring off for
all delete queries.

« <SQ.Moni toring queryPattern="select * fromusers *" nonitorRequest="on"/>will turn
monitoring on for all select queries on the users table.

Note: Warning! This is different from <SQ.Moni t ori ng queryPattern="select \* fromusers *"
moni t or Request =" on"/ > which turns monitoring on for the "select * from users ..." kind of queries.
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10.3. Backup Manager

A Backup Manager defines a number of Backuper in charge obpaifig backup/restore operations on
backends. This element is defined as follows:

<! ELEMENT Backup ( Backuper +) >

<! ELEMENT Backuper EMPTY>

<! ATTLI ST Backuper
backuper Name CDATA #REQUI RED
cl assNane CDATA #REQUI RED
options CDATA #1 MPLI ED

A Backuper is defined by a logical backuperName used by thérastnation console when performing a backup
operation. The className specifies the implementatiored#tkuper. Backuper specific options can be
provided as well (this can be the path to a properties filessat af attributes). Check your Backuper
documentation for its specific options.

Here is an example to use the Octopus Backuper for a virtuabeae:

<Backup>
<Backuper backuper Nane="Cct opus” cl assNane="org. conti nuent. sequoi a. control |l er. backup. backupers.
</ Backup>

Note: Octopus does not have access to the Sequoia classloader for drivers and therefore it needs database
drivers to be accessible from the controller classpath. A good solution is to unjar the drivers in the drivers/
directory of Sequoia.

Octopus dumps are by default stored in a compressed .zip format.

10.4. Authentication Manager

An authentication manager element is defined as follows:

<! ELEMENT Aut henti cati onManager (Adm n+, Virtual Users)>
<! ELEMENT Adni n (User+)>

<! ELEMENT User EMPTY>

<! ATTLI ST User

user name CDATA #REQUI RED
password CDATA #REQUI RED

<! ELEMENT Vi rtual Users (Virtual Login+)>
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<l ELEMENT Virtual Logi n (TrustedLogi n*) >
<! ATTLI ST Virtual Logi n

vLogin CDATA #REQUI RED

vPassword CDATA #REQUI RED
>

<! ELEMENT Trust edLogi n EMPTY>

An authentication manager defines:

1. an administrator login to be used by the console to acbesdgrttual database administration menu (see
Section 8.5) that allows enabling the backends,

2. "virtual logins" that are used by the client applicationdd@hat are mapped to "real logins" for each backend.
3. "trusted logins" will be used in the future to allow rewugimther form of authentication from within Sequoia.

Here is an example of an authentication manager definition:

<Aut hent i cati onManager >
<Admi n>
<User username="adm n" passwor d="adm nPwd"/>
</ Admi n>
<Virtual User s>
<Virtual Logi n vLogi n="user 1" vPassword="user Pwd1"/ >
<Virtual Logi n vLogi n="user2" vPassword=""/>
</ Virtual User s>
</ Aut hent i cati onManager >

In this example, the virtual database has one administrEib@radmin can use the login/password
"admin/adminPwd" to log in the console.

Two virtual logins are definediser 1 anduser 2 with user Pwd1 and no password, respectively. These logins
are those used by the client application and given to the Sadaluiver.

The connection manager to use with each of the virtual hae ttefined in the DatabaseBackend section. Each
DatabaseBackend has to define a pool connection managexctooéthe virtual user specified here.

10.5. Database Backend

Each database backend must be given a unique name (it iscallogime but it is convenient to use the same
name as the real machine name). The database schema is icatiyngathered from the backend when it is
added to the virtual database. However, you can specifytia distabase schema (refer to Section 10.5.2) to be
used instead. Finally, a specific connection manager (s&t&8d.0.5.3) defines the connection pooling strategy
for each virtual login on each backend.

A database backend element is defined as follows:

<! ELEMENT Dat abaseBackend (Dat abaseSchema?, RewritingRul e*, Connecti onManager +) >
<! ATTLI ST Dat abaseBackend

name CDATA #REQUI RED
driver CDATA #REQUI RED
driverPath CDATA #l MPLI ED

url CDATA #REQUI RED

connecti onTest St at ement  CDATA #REQUI RED
nbCOf BackendWor ker Thr eads CDATA " 5"
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Here is a brief description of database backend attributes:

- nane: the unique logical name identifying this backend.
 driver: the database native JDBC driver class name.

. driver Pat h: name of the directory or jar file containing the native drifies. If driverPath is omitted, the
driver must be in theri ver s/ directory. If several driver jar files are in the same diregtthe first jar file
containing the class name specified in thé ver attribute is used. Note that drivers are loaded in separate
classloaders which allows you to use different versionsiefstame driver on different backends just by
specifying the right jar file.

- url :the JDBC URL to connect to this database backend.

« connecti onTest St at ement : SQL statement to send on a connection to check if the coimmeststill
valid. This is used when Sequoia suspects a connection tokerbafter the failure of a request. This
statement should not update the database because if theotimmns still valid the database state should
remain the same. Here are the settings for the most poputvates:

. for MySQL useselect 1

- for PostgreSQL usselect now()

. for Apache Derby usealues 1

. for HSQL usecall now().

. for SAP DB (MySQL MaxDB) useselect count(*) from versions
- for Oracle useselect * from dual.

. for Firebird useselect 1 from rdb$types

- for InstantDB useset date format "yyyy/mm/dd" .

. for Interbase useelect * from rdb$types

- for Microsoft SQL server 2008elect 1

« nbOf BackendWr ker Thr eads: defines the number of BackendWorkerThread that can proodtes in
parallel (minimum is 2, default is 5). A large number of thisavill generally not improve write performance.

Here is a complete example of a database backend elemamdimglts connection manager definition:

<Dat abaseBackend name="nodel" driver="org.gjt.mmnysql.Driver"
url ="j dbc: nysql : // nodel. obj ect web. or g/ rubi s" connecti onTest St at enent ="sel ect 1">
<Connect i onManager vLogi n="user1" rLogi n="ruser1" rPassword="rpassl">
<Si npl eConnect i onManager/ >
</ Connect i onManager >
<Connect i onManager vlLogi n="user2">
<Vari abl ePool Connecti onManager i nitPool Si ze="10"
nm nPool Si ze="5"
maxPool Si ze="100"/ >
</ Connect i onManager >
</ Dat abaseBackend>
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10.5.1. Rewriting requests on backends

If your cluster is made of database engines from differentiees, client requests might not be understood by all
database backends. If your application was written ford?eS&QL and you want to add MySQL backends, some
request might have to be adapted to execute correctly on My36u can specify rules to rewrite queries on the
fly on a specific backend. A RewritingRule element defines howexy matching a given pattern should be
rewritten.

<! ELEMENT RewritingRul e EMPTY>
<! ATTLI ST RewritingRul e
queryPattern CDATA #REQUI RED
rewite CDATA #REQUI RED
mat chi ngType (sinple | pattern) "sinple"
caseSensitive (true | false) "fal se"
st opOnivat ch (true | false) "fal se”

- queryPat t er n: SQL query pattern to match.
« rewite:rewritten SQL query.

- mat chi ngType: si npl e: means that the first occurrence of queryPattern in the stquitt be replaced by
the string specified in rewrit@at t er n: uses a pattern based match/replace. A patternusesere x is a
logical number assigned to the pattern. Exampét:iect ?1 from ?2 where x=?3.

- caseSensi ti ve: true if matching must be case sensitive.

« st opOnMat ch: rules are applied in the order they are defined. If one rulieihes and stopOnMatch is set to
true, next rules are ignored. If stopOnMatch is set to fafsmother rule matches the rewritten query, the
query will be rewritten again.

Examples:

<RewritingRul e queryPattern="fromuser" rewite="from"user;""
mat chi ngType="si npl e"/>

will rewrite the querysel ect * from user where x=y assel ect * from "user" where x=y.

<RewritingRul e queryPattern="select * fromt where x=?1"
rewite="select x fromy where y=?1" matchi ngType="pattern"/>

will rewrite the querysel ect * fromt where x=435toselect x fromy where y=435

<RewritingRule queryPattern="?1 LIMT ?2,?3" rewite="?1 LIMT 2?3, ?2"
mat chi ngType="pattern"/>

will rewrite the querysel ect * fromt lint 10,20toselect * fromt linmit 20,10

10.5.2. Database Schema Definition

DatabaseSchema groups static and dynamic definitions floeigag, constructing and validating the in-memory
schema used for load balancing and caching.

A Database schema is defined as follow

<! ELEMENT Dat abaseSchena (Dat abaseSt ati cSchenma?) >
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<! ATTLI ST Dat abaseSchenma
dynami cPreci sion (static|table|colum|procedures|all) "all"
gat her Syst enirabl es (true | fal se) "fal se”
schemaName CDATA #| MPLI ED

>

- dynani cSchemaPr eci si on: if set tost at i ¢, the controller will not check schemas and stored procegjure
it will entirely rely on the statically defined schema. If $etsomething else than "static" it will get
information from the backend to check validity of static sofa at given level abl e level will check for
table names onlyol umm level will check for column namegy ocedur es will gather all executable stored
procedures. All, includes all information that can be aukel.

- gat her Syst enirabl es: true if system tables and views should be retrieved, falserwise (default).

« schemaNane: if no schemaName is specified all objects visible to the asegathered, otherwise only the
objects belonging to the specified schema are used.

Note: Default option for constructing the schema is to collect all information, even if a static schema is
defined especially for checking validity of input. This can be really slow if the database has quite a number of
stored procedures defined.

A static database schema can be defined to override the scheomatically gathered by the controller.
However, the schema must remain compatible with the schetheiged from the backend.

A database schema element is defined as follows:

<! ELEMENT Dat abaseSt ati cScherma ( Dat abasePr ocedur e*, Dat abaseTabl e+) >

<! ELEMENT Dat abasePr ocedure (DatabaseProcedureParaneter*)>
<! ATTLI ST Dat abaseProcedure
name CDATA #REQUI RED
returnType (resultUnknown | noResult | returnsResult) "resultUnknown"

<! ELEMENT Dat abaseTabl e ( Dat abaseCol um+) >
<! ATTLI ST Dat abaseTabl e

tabl eName  CDATA #REQUI RED

nbCf Col utms CDATA #REQUI RED

<! ELEMENT Dat abaseCol umm EMPTY>
<! ATTLI ST Dat abaseCol umm
col umNare CDATA #REQUI RED
i sUni que (true | false) "fal se"

Thei sUni que attribute should be set ta ue if the column has &N QUE constraint. This is the case for
primary keys (composed primary keys are not yet supporidds. affects only cache behavior and select
statements parsing.

Here is an example of a database schema definition:

<Dat abaseSt ati cSchena>
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<Dat abaseTabl e t abl eNane="users" nbOf Col umms="10">
<Dat abaseCol um col utmNane="id" isUni que="true"/>
<Dat abaseCol um col utmNane="fi r st name" i sUni que="fal se"/>
<Dat abaseCol um col utmNane="1 ast name" i sUni que="fal se"/ >
<Dat abaseCol um col utmNane="ni cknanme" i sUni que="fal se"/>
<Dat abaseCol utm col utmNane="passwor d" i sUni que="fal se"/ >
<Dat abaseCol um col umName="enai | " isUni que="fal se"/>
<Dat abaseCol utmm col utmNane="rati ng" isUni que="fal se"/>
<Dat abaseCol um col umName="bal ance" i sUni que="fal se"/>
<Dat abaseCol unm col utmNane="cr eati on_date" isUni que="fal se"/>
<Dat abaseCol utm col utmNane="r egi on" i sUni que="fal se"/>

</ Dat abaseTabl e>

<Dat abaseTabl e t abl eNane="regi ons" nbCf Col utms="2">
<Dat abaseCol utmm col utmmNane="i d" isUni que="true"/>
<Dat abaseCol um col utmNane="nane" i sUni que="fal se"/>
</ Dat abaseTabl e>
</ Dat abasesSt ati cSchema>

10.5.3. Connection Manager

One connection manager must be defined for each virtual [@gimgin) the backend belongs to. The real user
login/password (rLogin/rPassword) combination used tmeat to the physical database backend is set by
default to the same as the virtual login/password. An exaraph connection manager definition is available in
Section 10.5.

The connection manager element complete definition is &sfsi

<! ELEMENT Connecti onManager ( Si nmpl eConnecti onManager |
Fai | Fast Pool Connecti onManager |
Randomi t Pool Connect i onManager |
Var i abl ePool Connect i onManager) >
<! ATTLI ST Connecti onManager
vLogin CDATA #REQUI RED
rLogin CDATA #l MPLI ED
r Password CDATA #l MPLI ED

<! ELEMENT Si npl eConnecti onManager EMPTY>

<! ELEMENT Fai | Fast Pool Connecti onManager EMPTY>
<I ATTLI ST Fai | Fast Pool Connecti onManager

pool Si ze CDATA #REQUI RED
>

<! ELEMENT RandomA4i t Pool Connecti onManager EMPTY>
<! ATTLI ST RandomAi t Pool Connect i onManager

pool Si ze CDATA #REQUI RED

ti meout CDATA #l MPLI ED

<! ELEMENT Vari abl ePool Connecti onManager EMPTY>
<! ATTLI ST Vari abl ePool Connecti onManager

i ni t Pool Si ze CDATA #REQUI RED

m nPool Si ze CDATA #l MPLI ED
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maxPool Si ze CDATA #l MPLI ED
i dl eTi neout  CDATA #l MPLI ED
wai t Ti meout  CDATA #| MPLI ED

Sequoia offers several connection managers that are deddrereafter:

- Si npl eConnect i onManager ; basic connection manager that opens a new connection arrequest and
closes it at the end. It is useful if the underlying driveeally implements connection pooling for example.

+ Fai | Fast Pool Connect i onManager : offers connection pooling and fails fast when the pool ipgm
pool Si ze is the size of the pool.

All connections are initialized at startup time and if thepsize is too large it is adjusted to the largest
number of connections available. Once the pool is emptly] is returned instead of a connection. Therefore
incoming requests will fail until at least one connectioffréed. No system overload should occur with this
connection manager, but if the pool size is too small, magyests will fail.

« Random4i t Pool Connect i onManager : provides connection pooling and wait when the pool is enopityl
a connection is freed. This connection manager acceptstioe/ing attributes:

- pool Si ze: this is the size of the pool.

- timeout : this is the maximum time in seconds to wait for a connectobd freed. Default is 0 and means
no timeout, that is to say that we wait until one connectidinged.

All connections are initialized at startup time and if thepsize is too large it is adjusted to the largest
number of connections available. Once the pool is emptygheests wait until a connection is freed or the
specified timeout has elapsed. The Fie@ler of connection request is not ensured by this connectio
manager since it relies on the Java wait/notify mechanism.

« Vari abl ePool Connecti onManager : provides connection pooling with a dynamically adjustgtdbol size.
This connection manager accepts the following attributes:

- initPool Size: initial pool size to be initialized at startup.
- m nPool Si ze: minimum number of connections to keep in the pool. Defau#tqual td ni t Pool Si ze.
- maxPool Si ze: maximum number of connections in this pool. Default is O arehns no limit.

- i dl eTi meout : time in seconds a connection can stay idle before beingseté(removed from the pool).
Default is 0 and means that once allocated, connectionseasr released.

- wai t Ti meout : this is the maximum time in seconds to wait for a connectmbée freed. Default is 0 and
means no timeout, that is to say that we wait until one conmeds freed.

10.6. Request Manager

The request manager is composed of a scheduler (see Se@tiR)1an optional query cache (see
Section 10.6.3), a load balancer (see Section 10.6.4) angtaomal recovery log (see Section 10.6.5).
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If requests need to be parsed, it can be done sequentially mdededi{ackgr oundPar si ng is set tof al se
which is the default value) or forced to be performed in backgd by a separate thread (it means a new thread
is created for each request that need to be parsed).

Parsing is by default case insensiticea¢eSensi t i vePar si ng is set tof al se) which means that table and
column names will be matched to the database schema witheaking the case. If you want to enforce the
parsing to be case sensitive and reject queries that do ashesame case for table and column names as the
ones fetched from the database,seteSensi ti veParsi ngtotrue.

A timeout in seconds can be defined for begin/commit/rolkb@merations. If no value is given, the default
timeout is set to 60 seconds. Warning! A value of 0 means nedirhand waits forever until completion.

The request manager element definition is as follows:

<l ELEMENT Request Manager (Request Schedul er, Request Cache?, LoadBal ancer, RecoverylLog?)>
<I ATTLI ST Request Manager

backgr oundPar si ng (true | false) #l MPLIED

caseSensitiveParsing (true | false) #l MPLIED

begi nTi neout CDATA #| MPLI ED

commi t Ti meout CDATA #1 MPLI ED

rol | backTi meout CDATA #| MPLI ED

10.6.1. Macros Handler

Sequoia can interpret and replace on-the-fly macros withuewomputed by the controller (the
RequestManager in fact). This prevents different backémdenerate different values when interpreting the
macros which could result in data inconsistencies. The @tipg macros are the following:

- rand: RAND() can be replaced with an int, long, float or double ealu

all the date macros (now, currentDate, currentTime, tin®fand currentTimestamp) can be replaced by one
of the following:

. of f : do not replace the macro
dat e: java.sql.Date.toString() build from current time at cofier (example: 2001-02-17)
ti me: java.sql.Time.toString() build from current time at caiter (example: 19:07:32).

ti mest anp: java.sgl.Timestamp.toString() build from current tintecantroller (example: 2001-02-17
19:07:32-05).

- tinmeResol uti on:defines the timer precision to use when rewriting a querydbatains a date macro.
Default is 0 millisecond which is the highest precision. Aueaof 1000 corresponds to a 1 second precision,
60000 to a 1 minute precision and so on.

The MacroHandling element definition is as follows:

<! ELEMENT Macr oHandl i ng EMPTY>

<! ATTLI ST MacroHandl i ng
rand (off | int | long | float | double) "float"
now (off | date | time | timestanp) "timestamp"
currentDate (off | date | tinme | timestanp) "date"
currentTime (off | date | time | timestanp) "tinme"
tineODay (off | date | time | tinmestanp) "tinestanp”
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currentTimestanp (off | date | tine | timestanp) "tinestanp”
ti meResol uti on CDATA "0"

Note: A default Macrohandling element is instantiated and used if nothing is specified in the configuration
file.

10.6.2. Request Scheduler

The request scheduler is responsible for scheduling theests| and ensuring a serializable execution order.
Different schedulers are provided for each RAIDb level Seetion 9). Optimized schedulers are also provided
for use with a single database backend (SingleDB configurhti

The request scheduler element definition is as follows:

<! ELEMENT Request Schedul er (Si ngl eDBSchedul er | RAI Db-0Schedul er |
RAIl Db- 1Schedul er | RAI Db- 2Schedul er) >

<! ELEMENT Si ngl eDBSchedul er EMPTY>
<! ATTLI ST Si ngl eDBSchedul er
| evel (passThrough | pessimsticTransaction) #REQU RED

<! ELEMENT RAI Db- 0Schedul er EMPTY>
<! ATTLI ST RAI Db- 0Schedul er
| evel (passThrough) #REQUI RED

<! ELEMENT RAI Db- 1Schedul er EMPTY>
<! ATTLI ST RAI Db- 1Schedul er
| evel (passThrough) #REQUI RED

<! ELEMENT RAI Db- 2Schedul er EMPTY>
<! ATTLI ST RAI Db- 2Schedul er

| evel (passThrough) #REQUI RED
>

Here is a brief definition of the meaning of each scheduler:

« passThrough: queries are just assigned a unique identifier and forwaades to the load balancer letting
each database perform the scheduling and the locking. fiinerngou will obtain the locking granularity
provided by the database which should be row-level locKiig load balancer will just ensure that the writes
are sent in the same order to all backends.

« pessinisticTransacti on: thisis a pessimistic transactional level scheduler tbla¢dules transactions in
a safe way (without possible deadlocks) but providing lesaltelism for writes compared to optimistic
scheduling (this is only sensitive on write heavy worklgads
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10.6.3. Request Cache

A Request Cache can be composed of different caches thet iiffhe type of data they cache:

- Met adat aCache: this cache improves the ResultSet creation time by keepimgdrious field information
with their metadata. It is strongly encouraged to use thitieahat reduces both CPU and memory usage.

« Parsi ngCache: allows to parse a request only once for all its executionss fidduces the CPU load on the
controller.

« Resul t Cache: this cache keeps the results associated to a given requeste @ntries can be invalidated
according to various policies. This cache reduces the loati®database backends.

A RequestCache element is defined as follows:

<! ELEMENT Request Cache (Met adat aCache?, Parsi ngCache?, ResultCache?)>

10.6.3.1. Metadata Cache

The MetadataCache caches ResultSet metadata and fieldsfoatzation associated to a query execution so
that each time a query is executed, we don't have to gatheretidata from the underlying driver and we can
build Sequoia ResultSet much more efficiently both in terfrepeed and memory usage. Note that if you use
PreparedStatements, the query skeleton is used for mgttttércache instead of the instantiated query.

Example:SELECT * FROM t WHERE x=? hits on the same cache entry for all queries of this form fgr an
value of x.

A MetadataCache element is defined as follows:

<! ELEMENT Met adat aCache EMPTY>

<I ATTLI ST Met adat aCache
maxNoOf Met adat a CDATA " 10000"
maxNoCf Fi el d CDATA " 0"

maxNbOf Met adat a: maximum number of metadata entries to keep in the cacheultlefd 0000 and 0 means
unlimited)

maxNoOf Fi el d: maximum number of field entries to keep in the cache (0 mealimpited and is the default
setting).

10.6.3.2. Parsing Cache

Parsing requests is a resource consuming process. Thad@ashe caches the result of the parsing processing
so that a request is only parsed once for all its executiéyeul are using PreparedStatements, the ParsingCache
can store the query skeleton meaning that the cached pavdimgatch any instances of the skeleton.

Example:SELECT * FROM t WHERE x=? will be parsed only once for any value of x.

A MetadataCache element is defined as follows:
<! ELEMENT Par si ngCache EMPTY>
<! ATTLI ST Par si ngCache

backgroundParsing (true | false) "fal se"
maxNoCf Entri es CDATA "5000"
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Request parsing can be done sequentially when needed (baokifParsing set to false which is the default
value) or forced to be performed in background by a sepanagad (it means a new thread is created for each
request that need to be parsed).

maxNoOf Ent ri es: Defines the maximum number of entries to keep in the cachecdttee uses a LRU (Least
Recently Used) replacing policy meaning that the oldestesfrom the cache are removed when it is full.
Default is 0 and means no limit on cache size.

10.6.3.3. Result Cache

The ResultCache caches results of queries. A query andsigdtSet are stored in the cache so that if the sames
guery is executed, the ResultSet stored in the cache isiestur

ResultCacheRule elements define the cache coherency aoyl pafault cache behavior is eager consistency
for all queries (ResultSet returned by the cache are alwatysrent and up-to-date). See below
(ResultCacheRule element) to relax the cache consisterahieve better performance.

Note: Note that ResultSet caching is disabled if no result cache element is found in the configuration file

If two exact same requests are to be executed at the sameptitgayne is executed and the second one waits
until the completion of the first one (this is the defaadhdi ngTi neout value which is 0). To prevent the
second request from waiting forevempandi ngTi neout value in seconds can be defined for the waiting
request. If the timeout expires, the request is executedriallel with the first one.

A result cache element is described as follows:

<! ELEMENT Resul t Cache (Def aul t Result CacheRul e?, Resul t CacheRul e*) >

<! ATTLI ST Resul t Cache
granularity (database | table | colum | col umuUni que) "database"
maxNoCf Ent ri es CDATA " 100000"
pendi ngTi meout CDATA "O0"

The result cachgr anul ari t y defines how entries are removed from the cadheabase flush the whole

cache on every write access. This is the default cache ggttibl e andcol unm provide table-based and
column-based invalidations, respectivelyl urmuUni que can optimize requests that select a unique primary key
(useful with EJB entity beans).

You can specify the maximum number of entries (default iS000) to limit the cache size. This is obviously not
as efficient as setting a cache size, but in the latter caseoutslave to spend a lot of time computing size of
result sets from queries (Java does not provide a sizechtip&r We offer size display in bytes when viewing
the cache from the console though.

Finer grain tuning of the cache is based on rules matchingyqagtern. A queryPattern are regular expressions
to match according to Jakarta Regexp (see their web sifg/(fakarta.apache.org/regexp) for more
information). A default cache rule defines the policy if nbartrule matches:

<! ELEMENT Def aul t Resul t CacheRul e (NoCachi ng | Eager Cachi ng | Rel axedCachi ng) >
<! ATTLI ST Def aul t Resul t CacheRul e
ti mest anmpResol uti on CDATA "1000"

<! ELEMENT Resul t CacheRul e (NoCachi ng | Eager Caching | Rel axedCaching)>
<! ATTLI ST Resul t CacheRul e
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queryPattern CDATA #REQUI RED
caseSensitive (true | false) "fal se"
appl yToSkel et on (true | false) "fal se"

ti mest anpResol uti on CDATA "1000"

« queryPat t er n: the regular expression to match.
- caseSensi ti ve: true if the pattern matching must be case sensitive

- appl yt oSkel et on: true if the pattern must apply to the query skeleton (founBriepareStatement), false if
the instantiated query should be used. Example: skeletefLIBCT * FROM t WHERE x=? and instantiated
query iSSELECT * FROM t WHERE x=12.

« timestanpResol ution: If a query contains a NOW() macro, it is replaced with the entidate on the
controller. timestampResolution indicates the resofuio milliseconds) to use when replacing NOW() with
the current date. If the resolution is below 1 second (valL@®ms), the request is never kept in the cache
because there is almost no chance that the same requestiél\with the same timestamp. Note that this
timestamp is for the cache only and you can use a greateut&sofor the load balancer (see below).

Note: If timestampResolution is set to 60000, every execution of a query like SELECT * FROM x WHERE
dat e=NOW() will be replaced with the same value for 1 minute (i.e. SELECT * FROM x WHERE
dat e="2012-11- 15 08: 03: 00. 000" ) and therefore the cache entry may be hit for 1 minute.

To define a default rule that disable caching use:

<Def aul t Resul t CacheRul e>
<NoCachi ng/ >
</ Def aul t Resul t CacheRul e>

If no default rule is provided, the following default ruleassumed:

<Resul t CacheRul e queryPattern="default" tinestanpResol uti on="1000">
<Eager Cachi ng/ >
</ Resul t CacheRul e>

Each cache rule can have a different caching behavior. Tditahle behavior are the following:

<! ELEMENT NoCachi ng EMPTY>
<! ELEMENT Eager Cachi ng EMPTY>
<! ELEMENT Rel axedCachi ng EMPTY>
<! ATTLI ST Rel axedCachi ng
ti meout CDATA " 60"
keepl fNotDirty (true | false) "true"

« NoCachi ng means we do not put the match in the cache

- Eager Cachi ng means that all entries in the cache are always coherent gnepdate query
(insert,delete,update,...) will automatically invalieléhe corresponding entry in the cache. This was the
previous cache behavior for all queries
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« Rel axedCachi ng means that &i meout is set for this entry and the entry is kept in the cache ungil th
timeout expires. When the timeout expires, if no write has ifiedithe corresponding result and
keepl f Not Di rty is set to true, the entry is kept in the cache and the timeaetisned (reset) with its initial
value.

Note: RelaxedCaching may provide stale data. The timeout defines the maximum staleness of a cache
entry. It means that the cache may return an entry that is out of date.

Here is a cache rule example:

<Resul t CacheRul e queryPattern="select ? fromb where id=?" appl yToSkel et on="true">
<Rel axedCachi ng ti neQut ="6000" keeplfNotDirty="true"/>
</ Resul t CacheRul e>

10.6.4. Load Balancer

The load balancer defines the way requests will be distribameong the backends according to a RAIDDb level
(see Section 9). It is possible to enforce a specific trammsaigolation level on all connections (note that this
will have no effect if the underlying database does not suh transaction isolation). By default, the default
transaction isolation level will be used and no specificaoh will be enforced on the connections. The
following load balancers are available:

« Si ngl eDB: load balancer for a single database backend instanceisIdigy available if you use a single
controller.

- Paral | el DB: load balancer to use with a parallel database such as QRacddlel Server or Middle-R. Both
read and write are load balanced on the backends, lettinggitadlel database replicating writes.

« RAI Db- 0: full database partitioning (no table can be replicatedhan optional policy specifying where new
tables are created.

+ RAI Db- 1: full database mirroring (all tables are replicated evdrgre) with an optional policy specifying
how distributed queries (writes/commit/rollback) contjae is handled (when the first, a majority or all
backends complete).

« RAI Db- 1ec: full database mirroring (like RAIDb-1) with error checkjifior byzantine failure detection.

« RAI Db- 2: partial replication (each table must be at least replitatece) with optional policies for new table
creation (like RAIDb-0) and distributed queries complet{tke RAIDb-1).

+ RAI Db- 2ec: partial replication (like RAIDb-2) with error checkingrfyzantine failure detection.

The load balancer element definition is as follows:

<! ELEMENT LoadBal ancer (SingleDB | ParallelDB | RAIDb-0 | RAIDb-1 | RAIDb-lec | RAIDb-2 | RAI Db- 2
<! ATTLI ST LoadBal ancer
transactionl sol ati on (databaseDefault | readUnconmmitted | readCommitted | repeatabl eRead | seri

10.6.4.1. Si ngl eDB load balancer

ThesSi ngl eDB load balancer does not need any specific parameter. Thetbefiof theSi ngl eDB element is
as follows:
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<! ELEMENT Si ngl eDB EMPTY>

10.6.4.2. Par al | el DB load balancer

ThePar al | el DB load balancer must be used with a SingleDB request schedtlisrload balancer provides

two implementationsPar al | el DB- RoundRobi n andPar al | el DB- Least Pendi ngRequest sFi r st

providing round robin and least pending request first loddrtang policies, respectively. ParallelDB load
balancers are designed to provide load balancing and &ilmv top of parallel databases such as Oracle Parallel
Server or Middle-R. It means that read and write requestpiatsent to one alive backends, the parallel
database being responsible for maintaining the consigtegtgveen the backends. The definition of the

Par al | el DB element is as follows:

<! ELEMENT Paral | el DB (Paral | el DB- RoundRobi n | Paral | el DB- Least Pendi ngRequest sFi rst) >

<! ELEMENT Par al | el DB- RoundRobi n EMPTY>
<! ELEMENT Par al | el DB- Least Pendi ngRequest sFi rst EMPTY>

No specific settings are required for these load balancéey @o not require request parsing which means that
requests are just forwarded as is to the backends (rewritleg are still applied but no automatic transformation
is performed).

10.6.4.3. RAI Db- 0 load balancer

TheRAI Db- 0 load balancer accepts a policy to specify where new tabéesraated. The definition of the
RAI Db- 0 element is as follows:

<! ELEMENT RAI Db-0 ( MacroHandl i ng?, Creat eTabl e*) >

<! ELEMENT Creat eTabl e (BackendNane*) >

<! ATTLI ST CreateTabl e
t abl eNane CDATA #1 MPLI ED
policy (random | roundRobin | all) #REQUI RED
nunber Of Nodes CDATA #REQUI RED

<!-- BackendNane sinply identifies a backend by its |ogical nane -->
<! ELEMENT BackendName EMPTY>
<! ATTLI ST BackendNane
nane CDATA #REQUI RED
>

If Macr oHandl i ng is omitted, a default MacroHandling element is added.

Cr eat eTabl e defines the policy to adopt when creating a new table. Thisy® based on the given list of
BackendNane nodes (which might be a subset of the complete set of backdhtise backend list is omitted,
then all enabled backends are taken at decision time. Tilileutts have the following meaning:

« nunber O Nodes represents the number of backends to pickup fronBttukendNane list to apply the policy
(it must be set to 1 foRAI Db- 0 load balancers and can never be greater than the number &g dedlared in
theBackendNane list).

- pol i cy works as follows:
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- randont nunber Of Nodes backends are picked up randomly from BezkendNane list and the table is
created on these nodes.

-« roundRobi n: nunber Of Nodes backends are picked up from tBackendName list using a round-robin
algorithm and the table is created on these nodes.

. al | : the table is created acall nodes in theBackendNarre list (nunber Of Nodes is ignored).

Here is an example of RAl Db- 0 controller with three nodes where new tables are createtbraly on the first
two nodes:

<Dat abaseBackend nane="nodel"
<Dat abaseBackend nane="node2"
<Dat abaseBackend nane="node3"

<LoadBal ancer >
<RAl Db- 0>
<Creat eTabl e policy="random' nunber Of Nodes="1">
<BackendNane name="nodel" />
<BackendNane name="node2" />
</ Cr eat eTabl e>
</ RAI Db- 0>
</ LoadBal ancer >

10.6.4.4. RAIDb-1:full mirroring load balancer

A RAIDb-1 load balancer is defined as follows:

<! ELEMENT RAI Db-1 (Wit For Conpl eti on?, MacroHandling?, (RAIDb-1-RoundRobin |
RAI Db- 1- Wi ght edRoundRobi n | RAI Db- 1- Least Pendi ngRequest sFirst)) >

<! ELEMENT RAI Db- 1- RoundRobi n EMPTY>
<! ELEMENT RAI Db- 1- Wi ght edRoundRobi n ( BackendWei ght ) >
<! ELEMENT RAI Db- 1- Least Pendi ngRequest sFi rst EMPTY>

<! ELEMENT Wi t For Conpl eti on EMPTY>

<! ATTLI ST Wi t For Conpl eti on
policy (first | mpjority | all) "first"
deadl ockTi neout | nMs CDATA " 30000"

<! ELEMENT BackendWei ght EMPTY>
<I ATTLI ST BackendWei ght

name  CDATA #REQUI RED

wei ght CDATA #REQUI RED

If Vi t For Conpl et i on is omitted, the default behaviour is to return the resultesas one backend has
completed. deadlockTimeout defines the time in millisestiodvait before starting the deadlock detection
computation. This should typically be larger than the dassideadlock timeout settings. Default is 30000 (30
seconds) but should typically be larger than the largestyogseecution time. 0 disables the deadlock detection.
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If MacroHandling is omitted, a default MacroHandling elerhis added.

TheRAI Db- 1 load balancer accepts a policy to specify distributed gserompletion. Several load balancing
policies are proposed:

« RoundRobi n: simple round-robin load balancing. The first request i s®the first node, the second request
to the second node, etc... Once a request has been sentadstthadkend, the next request is sent to the first
backend and so on.

« Wi ght edRoundRobi n: same as round-robin but a weight is associated to each ha@ckebackend that has
a weight of 2 will get two times more requests than a backenk svbackend with a weight of 1.

« Least Pendi ngRequest sFi r st : the request is sent to the backend that has the least perdjngsts to
execute (that can be considered as the shortest pendingsteeue).

The definition of theRAI Db- 1 element is as follows:

Wi t For Conpl et i on defines the policy to adopt when waiting for the completioa oéquest. Policy works as
follows:

- first:returns the result as soon as one node has completed.
« maj ority: returns the result as soon as a majority of nodes (n/2+1§trapleted.

- al | : waits for all nodes to complete before returning the resuthe client.

10.6.4.5. RAI Db- 1lec load balancer

The RAIDb-1 with error checking must provide an error chagkpolicy (defined below). The optional
Wi t For Conpl et i on policy only concern write requestsNSERT, DELETE, UPDATE, commiit, ...).

Note: RAI Db- 1ec is not operational in Sequoia v1.0alpha.

The definition of theRAl Db- 1ec element is as follows:

<! ELEMENT RAI Db-1ec (Wit For Conpl eti on?, ErrorChecking, (RAIDb-1lec-RoundRobin |
RAl Db- 1ec- Wi ght edRoundRobi n) ) >
<I ATTLI ST RAI Db- lec
nbCf Concurrent Reads CDATA #REQUI RED

<! ELEMENT RAI Db- lec- RoundRobi n EMPTY>
<! ELEMENT RAI Db- 1ec- Wi ght edRoundRobi n ( BackendWei ght) >

<! ELEMENT Er r or Checki ng EMPTY>

<! ATTLI ST Error Checki ng
policy (random | roundRobin | all) #REQUI RED
nunber OF Nodes CDATA #REQUI RED

Error checking policy (for RAIDb-1ec and RAIDb2-ec). Eridrecking is used to detect byzantine failures of
nodes. It means detecting when a node sends funny resultsoin-deterministic way. Error checking allows
read queries to be sent to more than one database, and the aesicompared. A majority of nodes must agree
on the result that will be sent to the client. Error checkintjgles are defined as follows:
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- randon nunber Of Nodes backends are picked up randomly; the read request is sdrade backends and
results are compared.

« roundRobi n: nunber Of Nodes backends are picked up using a round-robin algorithm ; tad request is
send to these backends and results are compared.

+ al | : the request is sent tl nodes (unber O Nodes is ignored) and the results compared.

nurmber OF Nodes must be greater or equal to 3.

10.6.4.6. RAIDb-2 : distributed mrroring load balancer

The definition of theRAI Db- 2 element is as follows:

<! ELEMENT RAI Db-2 (CreateTabl e*, Wit For Conpl etion?, McroHandling?, (RAlIDb-2-RoundRobin |
RAI Db- 2- Wi ght edRoundRobi n | RAI Db- 2- Least Pendi ngRequest sFirst)) >

<! ELEMENT RAI Db- 2- RoundRobi n EMPTY>
<! ELEMENT RAl Db- 2- Wi ght edRoundRobi n (BackendWei ght) >
<! ELEMENT RAI Db- 2- Least Pendi ngRequest sFi rst EMPTY>

If MacroHandling is omitted, a default MacroHandling elethis added.

TheRAI Db- 2 load balancer accepts a policy to specify where new tabtesraated and how distributed queries
completion should be handled. Several load balancingipslare proposed:

« RoundRobi n: simple round-robin load balancing. The first request i s®the first node, the second request
to the second node, etc... Once a request has been sentadstthadkend, the next request is sent to the first
backend and so on.

« Wi ght edRoundRobi n: same as round-robin but a weight is associated to each hadckebackend that has
a weight of 2 will get two times more requests than a backerk svbackend with a weight of 1.

« Least Pendi ngRequest sFi r st : the request is sent to the backend that has the least perdjngsts to
execute (that can be considered as the shortest pendingsteqeue).

TheCr eat eTabl e element definition is defined in Section 10.6.4.3.

Thewai t For Conpl et i on element definition is defined in Section 10.6.4.4.

10.6.4.7. RAI Db- 2ec load balancer

The RAIDb-2 with error checking must provide an error chagikpolicy as inRAI Db- 1ec (see
Section 10.6.4.5). The other elements are similar to thefiaetl forRAI Db- 2 controller (see Section 10.6.4.6).

Note: RAI Db- 2ec is not operational in Sequoia v1.0alpha.

The definition of theRAI Db- 2ec element is as follows:

<! ELEMENT RAIl Db-2ec (CreateTabl e*, Wit For Conpl etion?, ErrorChecking,
( RAI Db- 2ec- RoundRobi n | RAI Db- 2ec- Wi ght edRoundRobi n) ) >
<! ATTLI ST RAI Db-2ec
nbCf Concurrent Reads CDATA #REQUI RED
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<! ELEMENT RAI Db- 2ec- RoundRobi n EMPTY>
<! ELEMENT RAI Db- 2ec- Wi ght edRoundRobi n ( BackendWei ght) >

10.6.5. Recovery Log

The Sequoia Recovery Log stores write queries and transadbietween logical checkpoints defined by the
user. The log can be only be stored in a database (or clustitatbases) usingJBCRecover yLog element.

The definition of eRecover yLog element is as follows:

<! ELEMENT RecoverylLog (JDBCRecoverylLog)>

10.6.5.1. Recoverylog

The RecoveryLog stores the recovery information in a da@b¥o access this database, you must provide the
driver class name to load (driver), an optional jar file oedtory where to find the class to load (driverPath), the
JDBC url to access the database as well as a valid login/padsw

A timeout in seconds can be defined for the sql requests. lah@\s given, the default timeout is set to 60
seconds. Warning! O means no timeout and wait forever uniilfdetion.

recoveryBatchSize is used to speedup the recovery prondsslaw several queries to be accumulated into a
batch on the recovering backend. Increasing this valuerzbgaertain limit will not increase performance and
will consume a significant amount of memory. Default is 10 aridimum is 1.

The recovery information is stored in 4 tables defined in thed®eryLogTable, CheckpointTable,
BackendLogTable and DumpTable elements.

The definition of aRecover yLog element is as follows:
<! ELEMENT RecoverylLog (RecoverylLogTabl e, Checkpoi nt Tabl e, BackendTabl e, DunpTabl e) >

<I ATTLI ST RecoverylLog

driver CDATA #REQUI RED
driverPath CDATA #!| MPLI ED

url CDATA #REQUI RED
| ogin CDATA #REQUI RED
password CDATA #REQUI RED

request Ti meout CDATA " 60"
recoveryBat chSi ze CDATA "10"
>
<! ELEMENT RecoverylLogTabl e EMPTY>
<! ATTLI ST RecoverylLogTabl e

createTabl e CDATA " CREATE TABLE"

t abl eNane CDATA "I ogt abl e"

| ogl dCol umType CDATA "Bl G NT NOT NULL"
vl ogi nCol uimType CDATA "VARCHAR NOT NULL"
sql Col umNane CDATA "sql "

sqgl Col umType CDATA " VARCHAR NOT NULL"

aut oConnTr anCol uimType CDATA "CHAR(1) NOT NULL"
transactionl dCol umType CDATA "BI G NT NOT NULL"
request | dCol utmType CDATA "BI G NT"

execTi meCol umType CDATA "BI G NT"

updat eCount Col umType CDATA "I NT"

extraStatement Definiti on CDATA ", PRI MARY KEY (log_id)"

63



Sequoia User’s Guide

<! ELEMENT Checkpoi nt Tabl e EMPTY>
<! ATTLI ST Checkpoi nt Tabl e

createTabl e CDATA " CREATE TABLE"

t abl eNane CDATA "checkpoi ntt abl e"
checkpoi nt NameCol umType CDATA "VARCHAR NOT NULL"
| ogl dCol umType CDATA " BI G NT"

extraSt atement Definiti on CDATA ", PRI MARY KEY (nane)"

<! ELEMENT BackendTabl e EMPTY>
<I ATTLI ST BackendTabl e

createTabl e CDATA " CREATE TABLE"

t abl eNare CDATA "backendt abl e"

dat abaseNaneCol umType CDATA "VARCHAR NOT NULL"
backendNanmeCol umType CDATA "VARCHAR NOT NULL"
backendSt at eCol umType CDATA " | NTEGER"

checkpoi nt NameCol umType CDATA " VARCHAR NOT NULL"
extraStatement Definition CDATA "*"

<! ELEMENT DunpTabl e EMPTY>
<! ATTLI ST DunpTabl e

createTabl e CDATA " CREATE TABLE"

t abl eName CDATA "dunpt abl e"
dunpNameCol urmType CDATA " VARCHAR NOT NULL"
dunpDbDat eCol umType CDATA " Tl MESTAWP"
dunmpPat hCol umType CDATA " VARCHAR NOT NULL"
dunmpFor mat Col umType CDATA " VARCHAR NOT NULL"

checkpoi nt NameCol umType CDATA " VARCHAR NOT NULL"
backendNanmeCol umType CDATA "VARCHAR NOT NULL"
t abl esCol utmNane CDATA "t abl es”

t abl esCol umType CDATA "VARCHAR NOT NULL"

TheRecover yLog element requires the following attributes:

« driver:the driver class hame

- url:the JDBC URL to access the database

« | ogi n: the user login to connect to the database

- passwor d: the user password to connect to the database

+ request Ti meout : optional timeout request in second that will be used toagfhe log queries. Default
timeout is 60 seconds and 0 means no timeout (wait forevéraurgquest complete).

« recoveryBat chSi ze: used to speedup the recovery process and allow severatgtebe accumulated into
a batch on the recovering backend. Increasing this valuertzes certain limit will not increase performance
and will consume a significant amount of memory. Default i@ minimum is 1.

TheRecover yLogTabl e defines how the JDBCRecoveryLog log table is created. Thealolg name

(t abl eName) must conform to the syntax of a database table name. Thalddg $tores a unique requestiidi],
the virtual login ¢! ogi n)to use to execute the sql statementl() in the given transaction ¢ ansact i onl d).

The statement used by the RecoveryLog to create the loguabkethe RecoveryLogTable attributes as follows:
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creat eTabl e tabl eName (
log_id | ogl dCol umType,
vl ogin vl ogi nCol uimType,
sql Col umNane sql Col umType,
aut o_conn_tran aut oConnTranCol uimType,
transaction_id transactionl dCol umType,
request _id request | dCol umType,
exec_tine execTi neCol umType,
updat e_count updat eCount Col umType,
extraSt at ement Defini tion)

If all default values are used, the log table is created ugiadgollowing statement:

CREATE TABLE | ogt abl e (

log_id BI G NT NOT NULL UNI QUE,
vl ogi n VARCHAR NOT NULL,
sql VARCHAR NOT NULL,

auto_conn_tran CHAR(1) NOT NULL,
transaction_id BI G NT NOT NULL

request _id Bl G NT,
exec_tinme Bl G NT,
updat e_count I NT,

PRI MARY KEY (1 og_id)

)

TheCheckpoi nt Tabl e stores the checkpoint name and the corresponding indexirettovery log table. The
statement used by the JDBCRecoveryLog to create the chietkable uses the CheckpointTable attributes as
follows:

CREATE TABLE t abl eName (
name checkpoi nt NaneCol uimType,
| og_i d I ogl dCol umType
extraSt at ement Def i ni tion)

If all default values are used, the log table is created usiadollowing statement:

CREATE TABLE checkpoi nttable (
name VARCHAR NOT NULL,
| og_id BI G NT,
PRI MARY KEY(nane))

TheBackendLogTabl e stores the states of the different backends of a virtuabdat It stores the name of the
backend, the database it belongs to and the last known chietky a backend when the backend is disabled,
and the state the backend was in when the database was lakighulf all default values are used, the log table
is created using the following statement:

CREATE TABLE backendtabl e (
dat abase_nane VARCHAR NOT NULL,
backend_nane VARCHAR NOT NULL,
backend_state | NTEGER,
checkpoi nt _nane VARCHAR NOT NULL
)
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Here is an example on how to define a JDBCRecoveryLog to waitkasHSQL database:

<RecoverylLog>

<RecoverylLog driver="org. hsqgl db. jdbcDriver" url="jdbc: hsql db: hsqgl : //I ocal host" | ogi n="sa"

<RecoveryLogTabl e
t abl eName="recovery"
| ogl dCol umType="1 NTEGER NOT NULL"
sqgl Col umType="VARCHAR NOT NULL"
extraSt at ement Defi ni ti on=", PRI MARY KEY (id)"/>
<Checkpoi nt Tabl e tabl eName="checkpoi nt"/>
<BackendLogTabl e t abl eNane="backendTabl e"/ >
</ JDBCRecover yLog>
</ RecoverylLog>

TheDunpTabl e stores the dump names and associated meta-data such agdspanding checkpoint name.
The statement used by the JDBCRecoveryLog to create the thbiguses the DumpTable attributes as follows:

createTabl e tabl eNane (

dunp_nane dunpNaneCol utmType,
dunp_date dunpDat eCol unmType,
dunp_pat h dunpPat hCol umType,
dunp_f or mat dunpTypeCol uimType,
checkpoi nt _nane checkpoi nt NameCol umType,
backend_nane backendNanmeCol umType,
tabl es t abl esCol umType

extraSt at enent Defi ni tion)

dump_name is the dump logical name, dump_date the date elhwWie backup was started, dump_path the path
where the dump can be found, dump_format an implementagiecific text form that specifies the method used
for the dump, checkpoint_name is the name of the checkpssudiated to this dump, tables is the list of tables
that are contained in this dump (* means all tables). If aiddk values are used, the log table is created using
the following statement:

CREATE TABLE DunpTabl e (

dunp_nane VARCHAR NOT NULL,
dunp_dat e TI MESTAMP,

dunp_pat h VARCHAR NOT NULL,
dunp_f or mat VARCHAR NOT NULL,

checkpoi nt _nane VARCHAR NOT NULL,
backend_nane VARCHAR NOT NULL,
t abl es VARCHAR NOT NULL

)

10.7. SSL Configuration

SSL may be used for encryption as well as authenticationlfepanections to sequoia.

SSL support for sequoia is based on the Java Secure Soclesisiod (JSSE). JSSE has been integrated into the
Java 2 SDK, Standard Edition, v 1.4. For java 1.3 it can beailest as an optional package. (available at
http://java.sun.com/products/jsse/)
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On the controller side ssl can be configured for all jmx cotinas and the virtual database accessed via the
sequoia driver with the xml element SSL in the controllerfaumration :

<! ELEMENT SSL EMPTY>
<! ATTLI ST SSL
keySt ore CDATA
keySt or ePasswor d CDATA
keySt or eKeyPasswor d CDATA
i s i ent Aut hNeeded (true|fal se)
trustStore CDATA
trust St or ePasswor d CDATA

+ keyStore: The file where the keys are stored

« keyStorePassword: the password to the keyStore

#| MPLI ED
#| MPLI ED
#| MPLI ED
"fal se"

#| MPLI ED
#| MPLI ED

- keyStoreKeyPassword: the password to the private keynénmnespecified the same password as for the store

is used

. isClientAuthNeeded: if set to false ssl is used for encoyptinly, it true set to true then the server is only
accepting trusted clients (the client certificate has tantibeé trusted store)

. trustStore: the file where the trusted certificates are dtdfraone is specified the same store as for the key is

used

- trustStorePassword: the password to the trustStore, & iospecified the same password as for the keyStore

is used

10.7.2. Console / Jmx Clients

The console and other jmx clients are configured with the @era properties :

+ javax.net.ssl.keyStore
+ javax.net.ssl.keyStorePassword
« javax.net.ssl.trustStore

« javax.net.ssl.trustStorePassword

Example : -Djavax.net.ssl.trustStore=client.keyst@javax.net.ssl.trustStorePassword=clientpassword

10.7.3. Driver

SSL on the driver side is configured with java properties

« sequoia.ssl.enabled=true

« javax.net.ssl.keyStore

+ javax.net.ssl.keyStorePassword
+ javax.net.ssl.trustStore

« javax.net.ssl.trustStorePassword
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Example : -Djavax.net.ssl.keyStore=client.keystoreavak.net.ssl.keyStorePassword=clientpassword

10.7.4. Certificates (public and private keys)

You may create your certificates with the keytool (part ofB5S

1. Create a self-signed server and a self-signed client&ely i its own keystore

$> keytool -genkey -v -keyalg RSA -keystore server. keystore -dnane "CN=Server, OUJ=Bar, O=Foo,
$> keytool -genkey -v -keyalg RSA -keystore client.keystore -dname "CN=Client, OU=Bar, O=Foo,

2. Export the server’s and the client’s public keys from thespective keystores

$> keytool -export -rfc -keystore server. keystore -alias nykey -file server. public-key
$> keytool -export -rfc -keystore client.keystore -alias nykey -file client. public-key

3. Import the client’s public key to the server’s keystonag &ice-versa:

$> keytool -inport -alias client -keystore server.keystore -file client.public-key
$> keytool -inport -alias server -keystore client.keystore -file server.public-key

10.8. Configuration Examples

Configuration files examples are available in the Sequotaldision in the/ sequoi a/ doc/ exanpl es
directory.

Here is a brief overview of each example content:

« Cache: gives various configuration examples on how to use the cache
- Der by : contains examples for the Apache Derby database inclutimgnes used in the ApacheCon demos.

« Horizontal Scal bi | ity : provides configuration files to create a distributed virtletabase on 2
controllers. One file should be loaded on each of the two odlets.

« Li nuxServi ce andSuSE : contains examples to run Sequoia controller as a Linuxaerv
- Si ngl eDB: a Sequoia configuration with a unique MySQL backend.
« RAI Db- 0: Sequoia configuration examples for RAIDb-0.

- RAI Db- 0. xnl : a simple 2 nodes RAIDb-0 configuration.

- RAI Db- 0- schema. xni : a 2 nodes RAIDb-0 configuration using a static databasensaluefinition
matching the RUBIS benchmark database schema.

« RAI Db- 1: contains various RAIDb-1 configuration examples.

« RAI Db- 2: contains various RAIDb-2 configuration examples.

+ RecoverylLog: gives an example of a fault tolerant recovery log.
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C-JDBC Clustered Java DataBase Connectivity

CVS Concurrent Versions System

INRIA French National Institute for Research in Computer
Science and Control

JDBC Java DataBase Connectivity (not officially recognize
such)

IMX Java Management eXtensions

JRE Java Runtime Environment

JVM Java Virtual Machine

LGPL GNU Lesser General Public License

RAIDb Redundant Array of Inexpensive Databases

RDBMS Relational DataBase Management System

RMI Remote Method Invocation

SQL Standard Query Language

11. Glossary

Table 1 summarizes all the acronyms used in this document.

12. About Sequoia

12.1. License

Sequoia is free software. You can redistribute it and/orifgadunder the terms of the Apache v2 license
(http://www.apache.org/licenses/LICENSE-2.0.html).

Sequoia is copyrighted by the French National InstituteR@search In Computer Science And Control

(http://www.inria.fr/) (INRIA) and Continuent.

12.2. Web Site

The Sequoia project is hosted on the Continuent.org welasttee following URL:
http://sequoia.continuent.org/. To facilitate the depehent, a Sequoia project has also be created on the
Continuent Forge (https://forge.continuent.org/). TBRorge integrates with JIRA
(https://forge.continuent.org/jira/browse/SEQUOIA) bug tracking.

12.3. Mailing Lists

das

Two mailing lists are currently available for Sequoia. Bligts are archived for public review at the Sequoia’s

Web site (http://sequoia.continuent.org/).

« <sequoi a@onti nuent . or g> is the user mailing list. It is the source to get the latekirimation about
Sequoia, send your feedback and get support from the Seqoimiaunity.
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« <sequoi a- conmi t s@ont i nuent . or g> is a developer mailing list that reports every commit in the
Sequoia CVS repository.

Feedback is crucial to improve Sequoia. Please send us gounents or any other form of input to:
<sequoi a@ont i nuent. or g>.

12.4. Reporting a Bug

JIRA (https://forge.continuent.org/jira/browse/SEQWPprovides support for bug tracking. We strongly
encourage you to use the automatic Report feature (see@B8&c8.3) that provides all the details we usually
need to figure out what happened. If you cannot use this egtlease include the following information when
reporting a bug (when applicable):

« The Sequoia driver and controller version.
- The XML file you used to configure the Sequoia controller.

- JDK vendor and version (example: Sun JDK 1.4.2_08). If yaudifferent JDK for driver and controller,
please give as much detail as possible.

« OS vendor and version (examples: Linux 2.6.12 or Windows >3®2). If you use different operating
systems for clients, controllers and backends, give theogpiate information.

- Database backend version and driver (example: PostgreSI® I3nux with JDBC driver
postgresql-8.0-312.jdbc3.jar).

- Detailed error description with possibly the exceptiortkti#ace or a logging trace with debugging enabled.

12.5. Getting Involved

Sequoia is an open source project and welcomes externailngitns. Please read the Sequoia Developer's
Guide and join us!

Basically, any feature you need but you do not find impleneitéSequoia may become a contribution topic.
Simply send your ideas, documents and developments (iftariiie sequoi a@ont i nuent . or g> mailing

list. Available tasks and the roadmap is available on JIR#p&v/forge.continuent.org/jira/browse/SEQUOIA).
Please use also this tool for feature requests and bug sépas.

You can finally subscribe to the sequoia-commits mailingifigou want to receive naotifications of the CVS
changes.

12.6. About Continuent.org

Continuent.org (http://www.continuent.org/) Contintierg is an open source portal and community dedicated
to high availability and scalability services for datalsmaad other closely related technologies. Continuent.org
is sponsored by Continuent (http://www.continuent.com/)

12.7. About INRIA

INRIA (http://lwww.inria.fr/) is the French National Instite for Research in Computer Science and Control. The
Sardes project (http://sardes.inrialpes.fr/) at INRIAoR&s-Alpes has defined the RAIDb concept and developed
C-JDBC. Sequoia is a continuation of the C-JDBC project.
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12.8. About ObjectWeb

The goal of the ObjectWeb Consortium (http://www.objediveeg/) is the development of open source
distributed middleware, in the form of adaptable and flexitbmponents. ObjectWeb components range from
specific software frameworks and protocols to integratatfigdms. More information on ObjectWeb and its
projects is available at the ObjectWeb’s Web site.

Notes

1. Sequoia may work with older JVM version, but hasn’t beetete.
2. CVS stands fo€oncurrent \ersions System and is a popular version control system.

3. First In First Out.
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